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Mohammed Abdel-Aal Attia
School of Languages, Linguistics and Cultures

This research investigates different methodologeesnanage the problem of
morphological and syntactic ambiguities in Arabi¢e build an Arabic parser
using XLE (Xerox Linguistics Environment) which @lis writing grammar

rules and notations that follow the LFG formalisnWe also formulate a
description of main syntactic structures in Arabiithin the LFG framework.

When tested on short sentences randomly selected & corpus of news
articles, our parser achieved 92% coverage aff@yiag robustness techniques.

Morphological ambiguity in Arabic is a notoriousoptem due to the richness
and complexity of Arabic morphology. We show how anbiguity-controlled
morphological analyzer is built in a rule-basedieysthat takes the stem as the
base form using finite state technology. We poiat sources of genuine and
spurious morphological ambiguities in Arabic an@éwhhow ambiguity in our
system is reduced without compromising precisiore ¥dnduct an evaluation
experiment that shows that our morphology outperfoboth Buckwalter's and
Xerox morphologies with regard to precision and idance of spurious
ambiguities.

Syntactic ambiguity is also a major problem forgkscale computational
grammars which cover a realistic and representagggion of a natural
language. We identify sources of syntactic ambigsiitn Arabic, focusing on
four ambiguity-generating areas which have the tgggampact. These are the
pro-drop nature of the language, word order flditihilack of diacritics, and the
multifunctionality of Arabic nouns. We deal with &iguity not as one big
problem, but rather as a number of divisible profdespreading over all levels
of the analysis: pre-parsing, parsing and postipgrstages. The pre-parsing
stage contains all the processes that feed int@anger such as tokenization,
morphological analysis or POS tagging. The pargihgse covers the topics of
granularity of phrase structure rules, lexical #pstions, application of
syntactic constraints, and domain specific adaptatiThe post-parsing stage
controls the selection and ranking of these sahstioVe show how applying
these techniques results in reducing parse timekaeping ambiguities within a
manageable boundary.

XLE includes a parser, transfer and generator comms, which makes it
suitable for Machine Translation. We demonstrag MiT component in the
ParGram project by applying simple transfer rubes] point out what needs to
be done in order to produce a fully-fledged MT eyrst
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1 We follow the DIN 31635 standard for the transktéon of the Arabic alphabet.
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1 Introduction

This research investigates different methodologeesnanage the problem of
morphological and syntactic ambiguities in ArabW@hen a computational
grammar becomes mature and complex enough to démheaturally occurring

texts ambiguity becomes a natural consequence. \ileergrammar starts to
deal with real data there is an explosion in thealper of possible solutions for a
given sentence. The number of solutions is usdallyored by the number of
words in a sentence and the use of certain amigiguiine constructions, such
as coordination and prepositional phrases. The aagsksambiguation requires
that ambiguity is controlled at each level of thealgsis and that plausible
solutions surface as an output while implausiblesoare discarded.

Morphological ambiguity in Arabic is a notoriousoptem due to the richness
and complexity of Arabic morphology. We show how anbiguity-controlled
morphological analyzer is built in a rule-basedieysthat takes the stem as the
base form using finite state technology. We poiat sources of genuine and
spurious morphological ambiguities in Arabic an@éwhhow ambiguity in our

system is reduced without compromising precision.

Syntactic ambiguity is also a major problem forgkscale computational
grammars which cover a realistic and representagggion of a natural
language. We identify sources of syntactic ambigsiitn Arabic, focusing on
four ambiguity-generating areas which have thetgetadmpact. These are the
pro-drop nature of the language, word order fldiihilack of diacritics, and the
multifunctionality of Arabic nouns. We deal with &iguity not as one big
problem, but rather as a number of divisible profdespreading over all levels
of the analysis: pre-parsing, parsing and postipgrstages. The pre-parsing
stage contains all the processes that feed intgpdinger whether by splitting a
running text into manageable components (tokemimati analyzing words
(morphological analyzer) or tagging the text. Thpeecesses are at the bottom
of the parsing system and the effect of ambiguntthis stage is tremendous as it

propagates exponentially into the higher levelse phrsing stage is the process

11



when the syntactic rules and constraints are appte a text, and the
subcategorization frames are specified. The pasifgastage has no effect on
the number of solutions already produced by thesgyarbut this stage only
controls the selection and ranking of these sahstio

Before we could deal with the ambiguity problem kna&l to develop an Arabic
parser. Building the NLP system has not been agbktfarward process due to
the nature of Arabic. Arabic is well-known for ish and complex morphology
and syntactic flexibility. The syntactic parser farabic is developed within the
framework of LFG (Lexical Functional Grammar) (Bnas, 2001, Kaplan and
Bresnan, 1982).

In this parser a cascade of finite state transdueez used to cover the pre-
processing phases such as normalization, tokeoigatimorphological
transduction and transduction of multiword exprassi(MWES). Beside core
transducers there are backup transducers to prossiienates when exact
analyses are not possible. Tools for analysingctivpus by breaking a running
text into sentences and for providing frequencyisttes on lexical entries are
developed in Visual Basic. Arabic grammar rules aatations are written using
XLE (Xerox Linguistics Environment), (Butt et aL999b, Dipper, 2003), which
is a platform created by Palo Alto Research Ce(P&RC) for developing
large-scale grammars using LFG formalisms. It idekia parser, transfer and
generator components, which makes it suitable faildimg a Machine
Translation (MT) system. Building the NLP systemshaot been a
straightforward process due to the difficult natefeArabic. Arabic is well-

known for its rich and complex morphology and sgtitaflexibility.

We also had to formulate a description of the sytidaconstructions in Arabic
within the framework of LFG. Arabic has intricamymplex and multi-faceted
syntactic structures which led researchers to memiffering representations
There is a wide gap between Arab and Western grai@nsain their attempts to
describe the Arabic syntactic structures, with eapplying a different set of
criteria to characterize the same phenomena. Thieolye is that a complete

formal description of Arabic is not available y&ajmi, 2001), let alone in the

12



domain of LFG. Many aspects of Arabic are not itigased satisfactorily, such
as topicalization, agreement, and long-distancesmiggncies. There is even no
agreement among researchers on the basic senténotures in Arabic.
Therefore, in some instances we provide solutiasle in other instances we

pose open questions that need further researcimeestigation.

In this Introduction we explain the theoreticalnfrework on which this thesis is
built, what platform is used in the development art variety of Arabic is the
target of analysis and processing. We also revinliterature on Arabic parsers

and explain the architecture of our parser.

Chapter Two details issues related to the Arabicphnalogical analyser. We
discuss the underspecification of POS classificaitioArabic. We also illustrate
the sources of ambiguity in Arabic morphology ahd techniques that can be
followed to manage this ambiguity. We compare oorphological analyser to
two of the best known Arabic morphological analgsen the research
community and conduct an evaluation experimenipoge the extent to which

ambiguity is controlled by the three analysers.

Chapter Three introduces the Arabic tokenizer campb Tokenization in

Arabic is a non-trivial task due to the complexunatof the language. Arabic
has a group of clitics that encompass a wide rafiggntactic categories, such
as conjunctions, prepositions, particles and prasoithese clitics are attached
to words and can be concatenated one after the. dthe challenge a tokenizer
faces is to separate these clitics from words amah feach other. The tokenizer
is also responsible for identifying MWEs and magkithem as units, not as
individual words. In the sequence of processing, titkenizer comes as the
initial step of processing. However, our discussafrtokenization occupies a
belated position in the order of the thesis asraingd on information from the

morphological analyzer, and builds on conceptsideds from Chapter Two.

Chapter Four explains the MWE transducer. MWEs gk frequency in texts
and when they are identified and analyzed correbdy add a sense of certitude

to the analysis and reduce ambiguity. However, wWMANEs are analyzed

13



compositionally, they lose their meaning and putagessary load on the parser.
We start by defining and classifying MWES, and tipeoceed to show how they
can be accommodated at each level of the analysis.

Chapter Five pinpoints grammatical issues in Arahit usually constitute a
source of perplexity when building a parser. Wecdbs the main clausal
architecture and sentence types in Arabic, and they can be accounted for in
LFG. We also investigate agreement in Arabic, ahdws how Arabic is a
language with alternate agreement and how agreemenést accounted for
within the phrase structure rules. Then we expfaretional control and long-
distance dependencies in Arabic, and show how aggee and resumptive
pronouns are used to mark the relation betweepdbgion of the filler and the
position of the gap. We end the chapter with a ildetanvestigation of the
approaches to analysing the copula constructioh$-(& and argue for the need
for a unified representation of what we conceiveaasniversal predicational

construction.

In Chapter Six we investigate the tools and metHodsyntactic disambiguation
available within the framework. We first identifyowces of syntactic
ambiguities in Arabic. The problem of ambiguity Arabic language has not
received enough attention by researchers. Althougbst aspects of the
ambiguity problem are shared among human languagesstill worthwhile to
show how the special characteristics of a certamgliage contribute towards
increasing or reducing ambiguities. We focus speadlfy on four ambiguity-
generating areas in Arabic which, in our estimatioave the greatest impact.
These are the pro-drop nature of the language, waddr flexibility, lack of

diacritics, and the multifunctionality of Arabic nios.

We then move on to explore the full range of toalsd mechanisms
implemented in the XLE/LFG framework for ambiguityanagement, showing
how they were applied to our Arabic grammar. Harglihe ambiguity problem
is divided into three stages: The pre-parsing stageains all the processes that
feed into the parser whether by splitting a runniegt into manageable

components (tokenizer), analyzing word categoriesl anorpho-syntactic

14



features (morphological analyzer) or tagging thet tlPOS tagger). These
processes are at the bottom of the parsing systehthair effect is tremendous
as they directly influence the number of soluti@enparser can produces. The
parsing stage is the process when the syntaces and constraints are applied
to a text, and the subcategorization frames areifgggk The parsing phase
covers the topics of granularity of phrase strietwies, lexical specifications,
application of syntactic constraints, and domaiac#jr adaptation. The post-
parsing stage has no effect on the number of soisitalready produced by the

parser. This stage only controls the selectionranking of the solutions.

Chapter Seven is about grammar development, teatidgevaluation. We start
by showing that the development of a hand-craftdd-lbbased grammar is not
usually a fast process, but it usually takes yeérsuilding and investigation.

We then explain the stages of Arabic grammar deveént and the tools used
for processing the corpus for the purpose of tgsdimd developing the grammar.
We then conduct an evaluation experiment on unseef data to show how
much coverage the grammar has achieved at thentstegge. We also apply the
set of robustness tools (guessers and fragmentngaaymand show how these

utilities are effective in increasing the coverage.

Chapter Eight concludes the thesis by recapitigaiire prospect of MT within
the ParGram project. We first define what is melaptand what could be
expected from MT. We give short explanation of thde-based transfer
approach. We then demonstrate the MT componerteriParGram project. We
apply simple transfer rules to translate a smalitesece from Arabic into
English, and point out what needs to be done ierai@ produce a fully-fledged
MT system. We also show what possible extensionsbeaimplemented in the
system, as a whole, in the future.

1.1 Background

The version of Arabic we are concerned with in #stisdy is Modern Standard
Arabic (MSA). When we mention Arabic throughoutstiiesearch we primary
mean MSA as opposed to classical Arabic, the laggud formal writing until
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roughly the first half of the 2Dcentury. Classical Arabic was also the spoken
language before the medieval times. MSA also cetgraith colloquial Arabic,
which is any of the various dialects currently sgokn different parts of the
Arab world. MSA, the subject of our research, is ldmguage of modern writing
and the language of the news. It is the languageersally understood by

Arabic speakers and the language taught in Ardbgses.

Our work is part of the ParGram (Parallel Gramnmawject (Butt et al., 1999Db,
Dipper, 2003). ParGram is a project that aims aivigding full syntactic
representation for a range of languages (curremlhglish, French, German,
Japanese, Norwegian, Urdu, Welsh, Arabic, Chinekegarian, Vietnamese
and Malagasy) within the framework of LFG (Bresn&01, Falk, 2001,
Kaplan and Bresnan, 1982, Sells, 1985). There msaantial assumption among
the LFG community that while the c-structure repregation accounts for
language-specific lexical idiosyncrasies and syrtgrarticular differences, the
f-structure represents a level of abstraction legbugh to capture parallelism
among different languages and bypass cross-lingwghtactic differences. Our
aim is to write a core grammar for Arabic that asvenajor constructions of

MSA with emphasis on ambiguity resolution for thegose of MT.

Arabic grammar rules and notations are written gisive XLE platform (Butt et
al., 1999b, Dipper, 2003) created at PARC for dapielg large-scale grammars
using LFG notations. It includes a parser, transied generator components,
which makes it suited for MT. XLE supports UTF-&fformat, and thus it is
able to deal with the native script of languages tise non-Latin alphabet such
as Arabic. In the XLE system, the preprocessingyestaof normalization,
tokenization and morphological analysis are pereamby finite-state
transducers which are arranged in a compositioastade. These transducers
are non-deterministic and can produce multiple wistpAfter a sentence is
successfully parsed, XLE show results in four windnthe first displays the
phrase-structure tree (or c-structure), the secisulays the f-structure, and the
other two display packed representations to shdvermambiguity occurs, where
the ambiguity is and what exactly is prompting it.
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Arabic exhibits many complexities (Chalabi, 200Qii, 2001, Fehri, 1993)
which pose considerable challenges to theoretisawall as computational
linguistics. It is true that some linguistic pherema in Arabic are shared with
other languages. This research shows Arabic bedefibom the experiences of
other ParGram languages, and how its particularackexistics were catered for
within the framework. Here is a short list of thajor issues involved in Arabic

linguistic analysis:

1. Arabic is typographically different from the Latoharacter set. Arabic
has 60 unique characters for letters, diacritiesycpuation marks and
numbers. Furthermore, Arabic letters need to benected together in a
cursive way depending on the context in which tbegur. These issues
used to pose a problem when computers were linitege of the ASCII
system, but with the introduction of the Unicodateyn there is better
handling of the character set. However, in manyamses, computers
still need to be Arabic enabled in order to vievalic fonts correctly.

2. The Arabic writing direction is from right to lefAlthough the display of
Arabic has been solved in most platforms todayrethere still some
applications that do not give correct represemaiothe writing system,
such as the Mac shell which is used for XLE whéeedisplay of Arabic
goes correctly from right to left but the lettene anot connected, as
mentioned in point 1, rendering the Arabic text aawtable. This is
shown in Figure 1 for the sentence in (1). Thisvisy we prefer to use
the XLE-Web interface instead throughout this thesi
(1) s dsia

al-waladu  ’akala al-mizata

the-boy.nom ate the-banana.acc
‘The boy ate the banana.’
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Figure 1. XLE shell interface with unconnected Aralic letters

3. Arabic has a relatively free word order. Moreoveeside the regular
sentence structure of verb, subject and objecthidraas a predicational
sentence structure of a subject phrase and a pteduhrase, with no
verb or copula.

4. Arabic is a highly inflectional language, which neskthe morphological
analysis complicated. Arabic words are built frooots rather than
stems. Diacritics which help in marking the pronation of words with
the same forms are usually omitted in modern vgitin

5. Arabic is a clitic language. Clitics are morpherttest have the syntactic
characteristics of a word but are morphologicalbytd to other words
(Crystal, 1980). In Arabic, many coordinating cargtions, the definite
article, many prepositions and particles, and ascla pronouns are all
clitics that attach themselves either to the stairend of words. So
complete sentences can be composed of what sedrmasatsingle word.

6. Arabic text is also characterised by the inconsiséad irregular use of
punctuation marks. Punctuation marks have beerodated rather
recently into the Arabic writing system, yet thag aot as essential to
meaning nor their use as closely regulated asasc#ise with English.
Arabic writers shift between ideas using resumptparticles and

subordinating conjunctions instead of punctuati@rks.
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7. Arabic is a pro-drop language. The subject can rnéted leaving any
syntactic parser with the challenge to decide wdrethr not there is an

omitted pronoun in the subject position.

1.2 System Design

In the literature there are a number of computalianplementations for parsing
Arabic. Daimi (2001) developed a syntactic parserArabic using the Definite
Clause Grammar formalism. Zabokrtsky and Smrz (RO@8veloped a

dependency grammar for Arabic, with a focus onahtmatic transformation
of phrase-structure syntactic trees of Arabic idependency-driven analytical
ones. A probabilistic parser for Arabic is beingveleped at the Dublin City
University based on the Arabic Penn Treebank Cofplxsaheb et al., 2006).
The Stanford Natural Language Processing Grdwgs developed an Arabic
parser based on PCFG (Probabilistic Context-Fremm@rar) using the Penn
Arabic Treebank. Othman et al. (2003) developedhatcparser for analyzing
Arabic sentences using Unification-based Grammamdtisms. Ramsay and
Mansour (2007) wrote a grammar for Arabic withinganeral HPSG-like

framework (Head-driven Phrase Structure Gramman) tftee purpose of
constructing a text-to-speech system. Within themfwork of corpus
linguistics, Ditters (2001) wrote a grammar for Bia using the AGFL-

formalism (Affix Grammars over a Finite Lattice).

Our system is the first Arabic parser to be builthi the framework of LFG

using the tools, formalisms and common inventorytled ParGram Group.
Within the ParGram community grammar developmentségen as a large
software project (Butt et al., 1999b, Dipper, 20@3at should adhere to the
techniques and design principles that are knowm fsoftware engineering. One
of the basic design principles is modularity. listapplication each module is
given a clearly defined task that it strictly adégeto it. Figure 2 shows the flow

chart for an Arabic MT system based on our parser.

2 http://nlp.stanford.edu/software/lex-parser.shtml
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The first module is the system is the normalizeoseéhfunction is to go through
real-life texts and correct redundant and misplasbde spaces, diacritics and

kashida. It enables the system to proceed on a cleapraaitctable text.

The tokenizer splits the running text into tokess,that they can be fed into a
morphological transducer for processing. The takanis normally responsible
for demarcating words, clitics, abbreviated forasonyms, punctuation marks,

numbers and MWEs.

The task of the morphological transducer is to ewessential morphological
information for words, clitics and MWEs. It provl¢he grammatical category
of words (part-of-speech), as well as the morphuastic features related to
tense, aspect, voice, mood, number, gender andorperns finite state
morphology, it is not the task of the morphologizahsducer to order solutions,
put them in packed representations or choose th& pr@bable one. These
decisions are taken later based on grammaticakanwntic facts. If a word is
not found in the core morphological analyser, aphotogical guesser is used as
a robustness technique to provide estimates.
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The XLE parser uses a set of rules, notations amdtraints to analyse the
Arabic sentences. XLE provides a large range dbttmr debugging and testing
the system. When there is an ambiguity, packed habogical and grammatical

features can be visually traced. If a completeyamalis not found, a partial parse
is provided by the FRAGMENT grammar as a fail-dafshnique.

The lexicon in this system (Subcat Lexicon) is oesible for interpreting

morphological tags and stating subcategorizatiamés for verbs, nouns and
adjectives when necessary. Lexical rules relateti¢gpassivization process are
placed with each relevant verb. Idiosyncratic ca@ists that each verb requires

are also stated.

After parsing is complete, transfer rules are auplio transform f-structures
from Arabic to English. The parser in the targatgiaage is then used for
generation. Researchers in the XLE translationegtgjFrank et al., 2001, Kay,
1999, Wedekind and Kaplan, 1996) emphasize thatrémsfer system does not
attempt to resolve ambiguities, but transforms plaeked representation (or
packed ambiguities) from the source language tot#nget language. They
consider this as an advantage as it avoids takewsidns about ambiguity

handling at the wrong time, and thus discardingezdrsolutions too early.

1.3 Our Approach to Ambiguity

The aim of this research is to build a system thambiguity-conscious and
ambiguity-sensitive at each level of the morphatabi and syntactic
representation. We do not deal with ambiguity as lig problem to be treated
only at the final stage after all the valid and ahd solutions have been
generated, but we deal with ambiguity as a numbeivisible problems spread

over all the levels of processing.

We emphasize the bottom-up priority concept to guoiby (MacDonald et al.,
1994; Seidenberg et al., 1982) which states thgtistic information tend to be
more effective at selecting between alternativeitsmis at the lower levels of

the analysis and less effective at doing so athtgker levels. We believe that
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the impact of ambiguity in the lower levels is temdous as it will propagates
exponentially into the higher levels. For examplégné morphology contains one
invalid solution, this can be easily remedied byoging the invalid solution
from the morphological analyser. However, if wd taido so and try to tackle
this specific ambiguity later on, we will have teesload the system by writing
grammatical constraints and stating preferenced V@ marks or use a
probability-based disambiguation technique. Thefedghce is that in the
morphology we will be dealing with only one anady#hat needs to be removed,
but in the later stages the invalid analysis mayehateracted with other options
to create dozens of analyses, which will make treblpm harder and more

elusive.

Regarding ambiguity pruning at the early stagesetiaee usually two extremes.
The first extreme is to prune ambiguity early-orthe analysis and allow only
one solution to surface at each processing stalgis. 8pproach usually risks
discarding possible solutions on the ground of mransufficient evidence, thus
throwing out the baby with the bath water. For anse if the morphology is
required to choose one solution while it has n@ssdo the syntactic context or
semantic clues, the morphology is forced to takle@asion that it is not prepared
to take. An example of this approach is Ramsay Madsour (2007) where
morphological choices are made early, without lal televant information, and
hence the system has to perform backtracking ia ttas chosen analysis is not

the correct one.

The other extreme is to allow all valid and invadiolutions to surface, as in the
case of Xerox Arabic Morphological Analysis and @extion (Beesley, 1998a,
Beesley, 2001) which produces a large number efgeherated forms that have
no actual place in the language. This approach toatgs the ambiguity
problem even further and makes ambiguity resoluteren harder. The
disambiguation process will not only have to chaotbeemost likely solution but
it will have to contend with scores of invalid stduns that should not be there in
the first place.
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The approach we have taken is a middle-course Wfee.discard (or avoid)

invalid solutions as early as possible. For exanpline morphology, if we are
dealing with Modern Standard Arabic, there is nanp@ including classical

entries and classical word senses. Another examspte inflection of verbs into
passive and imperative forms. Xerox morphologyvedl@ll verbs to inflect into

the passive and imperative forms and this decisiakes the system
overgenerate massively. For example, there is potit pn allowing verbs of

perception and entity-specific change of state aeehan imperative form, and
most of the intransitive verbs do not normally haassive forms. Buckwalter,
on the other hand, allows a very small proportibthe verbs to inflect for the
imperative forms. Out of 9198, only 22 verbs ateveéd to have the imperative
form, and this makes the system lack coverage ofyrnaalid possibilities.

In our system we took a middle course. We did namtwour morphology either
to overgenerate or to discard valid solutions. &fwee we reviewed all the verbs
by hand bearing in mind the general criteria thatansitive verbs (with a small
exceptions) do not inflect for the passive, andogehat denote perception or
entity-specific change of state do not inflect fioe imperative. In this way we
allowed 36% of the verbs in our morphology to ioflér the passive and 32%
to inflect for the imperative. We believe that arpimlogical analyser should
output all the valid, and only valid, solutions. i§hs why our evaluation
experiment covers ambiguity handling as well agigren. An analysis is not

considered precise if it does not include all thegible, and valid, solutions.

In the case of MWESs we tried at first to allow cargpional readings along with
the MWE readings and to give a positive preferanegk to MWEs. However,
we found in some instances that the interactiopreference marks can lead the
compositional readings to surface as optimal sohstiand MWE readings to be
suppressed as suboptimal, as discussed in se6tthB. The compositional
readings also cause an efficiency problem by irstngathe number of solutions
and parse time. Therefore we opted for pruningctimapositional readings in the
early stage of tokenization. However, this remaasan empirical issue and in

the light of new evidence, the approach of handiWEs could be changed.
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In the grammar section we tried to make our ruleslypce all the valid solutions
and not to prune possible solutions early on theumg of poor evidence.
However, when we are met with a choice either fowalthe grammar to
overgenerate or write a tight constraint that gelérte most probable solutions,
we opt for the tight constraint and aim at adjustine constraint in such a way
that well-formed constructions are not excludedr Ewample Arabic allows
VOS, beside VSO. The VOS word order, however, tsanfoequent construction
in MSA, and its occurrence is constrained by mainly conditions. The first is
when the object is a pronoun. The second is wheroltject is definite and the
subject is indefinite. In our grammar we accommedatly one possibility of
the VOS structure; that is when the object is anpnoinal suffix, and in the

future work we will work on the second condition.

In general to try to gain efficiency and speed, fit at the cost of accuracy and
precision. We mainly concentrate on pruning invadidlutions as early as
possible. However, constraints on the grammar mightoo tight sometimes,
but this is left as an empirical issue as consisasre usually subject to

modification when new data appear.
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2 Morphological Analysis and Disambiguation

This chapter explains the process of Arabic mompdickl analysis and the main
strategies used in developing a morphological aealy We discuss the
underspecification of POS classification in Arabied show how this affected
the accuracy of current morphological analyzers. a¢e illustrate the sources
of ambiguity in Arabic morphology and the technigubkat can be followed to
manage this ambiguity.

We review Xerox Arabic Finite State Morphology aBdckwalter's Arabic
Morphological Analyzer which are two of the bestolm, well documented,
morphological analyzers for Modern Standard Ara@dtSA). We found that
there are significant problems with both systemsl@sign as well as coverage
that increase the ambiguity rate. Xerox morphology root-based and
theoretically well-motivated, yet it has uncurbeshgrative power that makes it
produce forms that are unknown in the languagek®atter's morphology is a
stem-based database that lacks the generality amdrf a rule-based system.
Both systems include a large number of classicziesnthat are not part of MSA
and do not occur in contemporary Arabic texts, thatter that leads to an

increased number of ambiguities.

We also found out that ambiguity is increased irciBvalter's system by the
inappropriate application of spelling relaxatiorlesiand by overlooking rules
that combine words with clitics and affixes (gramdexis specifications).
Another source of confusion is whether to allow icaverbs to inflect for the
imperative mood and the passive voice or not. Xeradopted the
overgeneralization that all verbs inflect for thaperative and the passive,
leading it to overgenerate massively. Buckwaltensrphology, on the other
hand allowed only some verbs to have these inflesti Yet, because it did not
follow a unique criteria or a systematic approatie analysis is either

underspecified or superfluous.
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We show how an ambiguity-controlled morphologicablgzer for Arabic is
built in a rule-based system that takes the stetheabase form using finite state
technology. We point out sources of genuine andigpsi ambiguities in MSA,
and how ambiguity in our system is reduced withocutnpromising precision.
The system is based on a contemporary corpus o aeweles to ensure that the
scope of the lexicon is restricted to MSA. Our nimmpgy emphasizes the idea
that inflecting all verbs in the passive and theenative is semantically and
pragmatically incorrect. Therefore, a set of brygat#fined criteria is devised to
select which verbs can have a passive voice andhwierbs can occur in the

imperative.

In the last section, we compare our morphologicahlyser to Xerox and
Buckwalter morphological analyzers and conduct ealuation experiment to

explore the extent to which ambiguity is controldthe three analysers.

This chapter is an enhanced and updated versiomyofpaper titled “An
Ambiguity-Controlled Morphological Analyzer for Medn Standard Arabic
Modelling Finite State Networks” (Attia, 2006a).

2.1 Development Strategies of Arabic Morphology

Arabic is known for its morphological richness acmimplexity (Azmi, 1988,
Beesley, 1998b, lbrahim, 2002, McCarthy, 1985, K&dc 1998). Arabic
morphology has always been a challenge for compuglt processing and a
hard testing ground for morphological analysis texdbgies. There are mainly
two strategies for the development of Arabic moitpges depending on the

level of analysis:

1. Stem-based morphologies: analyzing Arabic at teendevel and using
regular concatenation. A stem is the least markea of a word, that is
the uninflected word without suffixes, prefixespglitics or enclitics. In
Arabic, this is usually the perfective® person, singular verb, and in the

case of nouns and adjectives they are in the sangudlefinite form.
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2. Root-based morphologies: analyzing Arabic wordsamposed of roots
and patterns in addition to concatenations. A ie@t sequence of three
(rarely two or four) consonants which are calladicals and the pattern
is a template of vowels, or a combination of corsws and vowels, with
slots into which the radicals of the root are itsgias shown in Figure 3.

This process of insertion is usually callaterdigitation (Beesley, 2001).

Root )
drs

T~

Pattern| RaRsaRsza | RiaR>R.aR3a | R1aRiR; MuR1aRRyiIR3
Stem | darasa darrasa daris mudarris
‘study’ ‘teach’ ‘student’ | ‘teacher’
Figure 3. Root and Pattern Interdigitation

There has been an intense contest between progoaedtopponents of using
the root as the base form. Beesley (2001) defenked|inguistic reality of

Semitic roots” and cited, as a practical motivatithrat traditional dictionaries
are indexed by roots. It has even been maintaimetd‘the use of Arabic roots as
indexing terms substantially improves the [inforioa} retrieval effectiveness

over the use of stems” (Darwish, 2002).

However, several researchers criticized this amtrod&amir et al. (2002)

assumed that the stem is the lemma, or the baarmrgatical unit, in Arabic,

and argued that the root is an abstract “super-l@hthat groups all the words
that share a semantic field. They also maintaihadl the role of a root appears
in word formation, or derivational morphology, whithe stem is the actual
manifestation of the root, and it is the stem ttates part in inflectional

morphology. Dichy and Fargaly (2003) dedicatedreyiley paper to the subject
and maintained that a root-and-pattern system dedu’huge numbers of rule-
generated word-forms, which do not actually appeahe language” and that
morpho-syntactic and semantic information needetadided to lexical entries at

the stem level.
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In our implementation we adopted the idea thata i® an abstract form that
does not belong to a specific POS, but it playsuaial part in stem formation.
So using the stem as base form is far less complexeveloping and
maintaining, less ambiguous, and more suitablesyotactic parsers that aim at
translation. The effectiveness of a root-and-patteystem in information
retrieval is even doubted as some verbs dikéamina ‘to be safe’ %l 'amuna ‘to
be honest’ andx! 'amana ‘to believe’ have the same root but each hasfareift
pattern and different semantic field (examples ssthfrom Dichy and Fargaly,
2003). Sou.l 'aman ‘safety’, 4l 'amanah ‘honesty’ andole) 'iman ‘belief

should not be made related in an information realisystem.

2.2 The Parts of Speech Dilemma

One of the main functions of a morphological analys to specify the part of
speech for each word. However, reaching a cleaunoderstanding of Arabic
word categories has been hindered by a millennmmg-lunderspecification of
the parts of speech in Arabic. Parts of speech baea classified too broadly
that they lacked the necessary details. Sibawatle @th century) (1966) opens
his famous boolAl-Kitab with a classification of the parts of speech iraldic

into nouns, verbs and patrticles. This classificatiemains until the present time

as a leading principle of Arabic grammar (Suleinf890).

Arabic dictionaries do not list the part of speeshbssification, and Arabic
grammar books are significantly influenced by tihasibn of parts of speech in
Arabic into nouns, verbs, and particles. For exampright (1896/2005) uses
the term noun as an umbrella etymology that encesgm six types: a
substantive noumpmen substantivignadjective fomen adjectivuin numeral
adjective fomen numera)e demonstrative pronoum@men demonstrativym

relative pronounrfomen conjuctivuirand personal pronoupronomen.
Under the archetype of particles, Wright made foain divisions: prepositions,

adverbs, conjunctions and interjections. Prepasstiare subdivided into two
categories: true prepositions such.as'ila ‘to’, and = fi ‘in’, and prepositions

28



derived from nouns taking the accusative case {dered by traditional Arabic

grammarians as adverbs) suchuasaina ‘between’, and=xi tahta ‘under’.

The category of adverbs is used by Wright to demate adverbs such dsi
fagat ‘only’, and \ huna ‘here’, and nouns taking the accusative case and
functioning as adverbs, such &si katiran ‘frequently’, andUs< mgganan
‘freely’. Besides, Wright included sundry types adtegories under ‘adverbs’,
such as the interrogativé hal ‘is it true that’; the negativ& 13 ‘no/not’; the
tense markers s sawfa ‘will’; the subordinating conjunctio~! Iakinna ‘but’;

and the conditiond) s! lawla ‘if’.

In modern linguistic literature, Suleiman (1990)ticrsed the medieval Arab
grammarians’ well-known three-fold classificatiohArabic parts of speech into
nouns,verbs and particles, which is still a well-estaidid hardly-contested
concept in present day Arabic grammar. Suleimamedfthis tri-partite division
by scrutinizing the earliest theoretician of Aralgcammar, Sibawaih, in his
Kitab. The main thrust of Suleiman’s argument is thiaa®aih did not provide
any empirical or rational evidence to support tih@mwthat parts of speech are

exclusively three.

In our view we consider that the tripartite divisiof parts of speech in Arabic
serves only an archetypal classification ratherntltetailed listing. In a
comprehensive morphological and syntactic desonpii is the detailed listing
that is needed. It would be an enormous oversimatibn to build a
morphological analyzer on the assumption that paftspeech in Arabic are
solely nouns, verbs and particles. Unfortunatety,detailed research has been
conducted on the resolution of categorical intdieecbetween nouns and
adjectives, or on providing a comprehensive clasgibn of function words, or
the position of verbal nouns, how participles fiumttas verbs, nouns, adjectives
and adverbs, and how adverbs are formed from verahs and prepositional

phrases.

It is quite surprising to see many morphologicahlgrers today influenced by

the misconception that Arabic parts of speech &aotusively nouns, verbs and
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particles. Xerox Arabic morphological analyzer isgaod example of this
limitation. In Xerox morphology, words are classdistrictly into verbs, nouns
and particles; no other categorical descriptionsed. Buckwalter made a more
detailed classification, but traces of general@atiare still evident in the large
amount of adjectives still classified as nouns @adticles still classified as

function words.

In Buckwalter, we tested 996 adjectives, and 765th@fm were correctly
identified as adjectives, 15 were not found, whiile rest of the adjectives (22%)
were analysed incorrectly as nouns. The misanalgggttives included active
participles, passive participles, and even adjestief colour; all were analysed

as nouns, as shown in Table 1.

Active Participles Passive Participles Adjectivé€olour
"atim ma’hl "ahmar

‘sinful’ ‘populated’ ‘red’

Jhb M3e il

batil mu’abbad "ahdar

false perpetual green

Lal Jase At

bahiz mu’agdal bunni

exorbitant postponed brown

Table 1. Examples of adjective analyzed as nouns Buckwalter’'s morphology

Although we admit that more research is needed th® part of speech
classification in Arabic, we tried to make as mudétailed description as
possible in our morphology. We identified nine paof speech categories for
Arabic which proved reasonably sufficient enoughstipport the grammatical
description of our syntactic parser. These categare verbs, nouns, adjectives,

adverbs, prepositions, determiners, conjunctiors)quns and particles.

2.3 Morphological Ambiguity

Morphological ambiguity in Arabic is a notoriousoptem that has not been
sufficiently addressed (Kiraz, 1998). This ambiguiepresents hurdles in the
way of POS taggers (Freeman, 2001) syntactic paraad machine translation.
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For example, the greater the number of morpholbgacelyses given for a
lexical entry, the longer a parser takes in analya sentence, and the greater
the number of parses it produces. Overcoming antliggithe major challenge
for NLP in Arabic (Kamir et al., 2002).

In this section we discuss sources of genuine auitgign Arabic, and propose
the ambiguity pyramid hypothesis in which we claimat ambiguity decreases
with the build-up of words by adding affixes andics.

2.3.1 Sources of Genuine Morphological Ambiguities in Arabic

Many words in Arabic are homographic: they havegame orthographic form,
though the pronunciation is different. There arenynaecurrent factors that

contributed to this problem. Among these factoes ar

1. Orthographic alternation operations (such as deletind assimilation)
frequently produce inflected forms that can beldogtwo or more
different lemmas. Example (2) is an extreme casa siirface form that

can be interpreted as belonging to five differéats.

(2) =yd

(i) 2= (o) 3 (323) 3= (32) 3= (22 35

yu'id ('a‘ada) ya'ud (‘ada) ya'id (wa‘ada) ya'uddu (‘adda) yu'iddu (a'adda)
‘bring back’ ‘return’ ‘promise’ ‘count’ ‘prepare’

2. Some lemmas are different only in that one of thea® a doubled sound
which is not explicit in writing. Arabic Form | anfdorm Il are different

only in that Form Il has the middle sound doubled.

(3) oe'm
e e

‘alima ‘know’ ‘allama ‘teach’

3. Many inflectional operations underlie a slight chann pronunciation
without any explicit orthographical effect due tck of short vowels
(diacritics). An example is the recurring ambiguitfyactive vs. passive

vS. imperative forms.
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4) Juyl sl

Lo da i )
"arsala ‘ursila "arsil
‘sent’ ‘was sent’ ‘send [imperative]

. Some prefixes and suffixes can be homographic e#&bh other. The

prefix ta- can indicate " person feminine or"2 person masculine.

5) s -5
ta-ktub ta-ktub
‘you.m write’ ‘she writes’

Another recurring ambiguity is the person suffixwhich is shared by

four features.

(6)  <«usiSkibt
katabtu katabta katabti katabat
‘I wrote’ ‘you.m wrote’  ‘you.f wrote’ ‘she wrote’

Similarly, the dual is always confused with therplun the accusative

case.

(7)) oSl ‘
Sy ol Sy
"amrikiyyain "amrikiyyin
‘American.dl’ ‘American.pl’

Prefixes and suffixes can accidentally produce amfothat is
homographic with another full form word. This igrteed “coincidental
identity” (Kamir et al., 2002).

(8) 2l asd
(.m—i—i) KW W
"asuddu "asadun
‘| block’ ‘lion’

Similarly, clitics can accidentally produce a fotimat is homographic

with another full word.

9)
(=le (¢ +ele) <l=
‘iImiyy ‘ilm-1
‘scientific’ ‘my knowledge’
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6. There are also the usual homographs of uninfleatadls with/without
the same pronunciation, which have different megmiand usually
different POS’s.

(10) a2
) )
dahabun dahaba
(goldl (gol

2.3.2 The Ambiguity Pyramid Hypothesis

The ambiguity pyramid hypothesis assumes thatitheand complex system of
Arabic inflection and concatenation helps to redwebiguity rather than
increase it. Unmarked stems are usually ambiguatusvhen they are inflected

and/or when clitics are added, ambiguity is redyasdshown in (11).

(11) stem: <SS ktb books / wrote / was-written
inflected: S ya-ktb writes / is-written
cliticized: 455 ya-ktb-hu [he]-writes-it

Words from a few randomly selected sentences wempmologically analyzed
at different levels. First they were analyzed alehwords, then they were
analyzed after separating words from clitics, anldst they were analyzed after
separating clitics and stripping off all inflectainprefixes and suffixes, that is
using the base stem. The highest rate of ambigyipeared in the stem level.
The rate decreased with inflection, and decreased #&urther with the addition
of clitics. Figure 4 illustrates that ambiguity eatdecrease, on average, with the

increase in word build-up.

CProcIitic(S) ( 1.6F ) Enclitic >

Figure 4. The ambiguity pyramid hypothesis

However, this is a hypothesis that still needsdovérified. Further testing with

some other sentences contradicted these assumm@iahkarge scale testing on a
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large number of words is not possible. For examplést of 30,000 full form
words was reduced to 15,000 unique words aftgustrg off clitics. Comparing
the ambiguity rates for two unequal sets is noicetive, as the same transducer
will usually give different ambiguity rates whenist fed different ranges. So in
order to verify this hypothesis, testing needs éodone on several hundred
sentences, rather than words. This may not evewepg meaningful, as a
sentence containing 30 full form words will breadwh into about 50 tokens
and break down further into 70 base forms. So comgahe rates at these
different numbers cannot constitute strong evideftas also found that words

with the highest scores are inflected forms.

2.4 Existing Arabic Morphological Systems

There are many morphological analyzers for Arabme of them are available
for research and evaluation while the rest are nmtgyy commercial
applications. Among those known in the literaturee aXerox Arabic
Morphological Analysis and Generation (Beesley, 889 Beesley, 2001),
Buckwalter Arabic Morphological Analyzer (Tim Buckter. 2002), Diinar
(Dichy and Hassoun, 1998), Sakhr (Chalabi, 200d@)l, Morfix (Kamir et al.,
2002). The first two are the best known and mostepin literature, and they

are well documented and available for evaluation.

2.4.1 Buckwalter Arabic Morphological Analyzer

Buckwalter Morphology is well-known in the literaéuand has even been
considered as the “most respected lexical resoofdés kind” (Hajic et al.,
2005). It contains 38,600 lemmas, and is used enLDC Arabic POS-tagger,
Penn Arabic Treebank, and the Prague Arabic Depmydd@reebank. It is
designed as a main database of word forms intagaetith other concatenation
databases. Every word form is entered separatetgkés the stem as the base
form, and information on the root is also provid&iickwalter's morphology
reconstructs vowel marks and provides English gigssand it is less

ambiguous than Xerox’s. The disadvantages, howeaver,
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1.

It is not rule-based. All word forms are enterednoadly. After each entry,
all forms that belong to that specific entry affeliént inflectional levels are
listed. So it does not capture generalities, andhdreases the cost of

maintenance.

The system is not suited for generation. This mélaatsyou cannot give the

system a set of strings and tags in order to pm@the surface forms.

Lack of coverage of the clitic question morphemecitcan be prefixed to
verbs and nouns. This was perhaps intended to eealmbiguity, but, still, it
limits coverage. For instance the examples in @2 not found by the

system.

(12) Jsill - a’aqilu ‘do | say’ — not found
sl 'muhammadun ‘Is it true that Mohammed’ - not found
Insufficient coverage of imperative forms: Out df98 verbs, only 22 verbs
(0.002%) have imperative forms. This is far lesmtthe 32% allowed in our
morphology. This restricts Buckwalter's morpholofipm dealing with
instruction manuals, for example. Buckwalter's egstdoes not give the

imperative senses associated with common verhs, (&8).

(13) Jss  hawil ‘try’
ob3 intazir ‘wait’
< 2l idrib ‘hit’

Insufficient coverage of the passive morphologyt Gu9198 verbs, only

1404 verbs (15%) are allowed to have a passive.formur system, 36% of
verbs can have a passive form. Buckwalter's pagsives are also restricted
by tense. Only 110 of them have a passive forrhenpiast (perfective) tense.
There are even passive forms for verbs with lovbabdlity, as in (14).

(14) <l yumat ‘be made to die’
Uil yu'as ‘be lived’

Other verbs with high probability are not allowedthe passive, such as
those in (15).
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(15) J&  gabala ‘meet’

Jariul ista‘mala ‘use’
. It accounts for the classical affirmative cliticla ‘indeed’ which is prefixed
to nouns. This makes it ambiguous with the premosivhich has the same

form, and increases the ambiguity level.

(16) <l =Y la-'ahzab indeed + parties

. Some proper names are associated with sensegéehat éonger used in the

language.

a7 ales Husam / sword

dis Hanifah / orthodox
. Buckwalter's system does not handle multiword eggians (MWES).
MWEs have high frequency in texts and when they identified and
analyzed correctly they add a sense of certituddné¢oanalysis and reduce
ambiguity. However, when MWEs are analyzed composally, they lose
their meaning and add to the ambiguity problentgasponent parts may be
individually ambiguous. The MWE in (18) has fourfelient analyses by
Buckwalter’s system.

(18) ol

abi ‘as'ad

my father / proud happier / make happy

‘Abu As’ad [proper name]’
. Inclusion of classical entries. Every entry added the lexicon of a
morphological analyzer is very costly in terms oflaguity, so terms should
be extracted from contemporary data, rather thaom frtraditional
dictionaries, if they are meant to handle modextsteThere are many hints
that Buckwalter and Xerox took Hans Wehr’'s Arabioglsh Dictionary of
Modern Written Arabic (Wehr, 1979) as the backbogference. However,
in the very introduction, Hans Wehr stated thatdlotionary “lists classical
words and phrases of elegant rhetorical style dgleside with new
coinages”. Buckwalter includes some roots thattet@ly obsolete, such as

the examples in (19).
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10.

(29) i gaffa ‘to be dry’
Ae\‘ abada ‘be untamed’
<l abba ‘desire’

Some forms are fossilized in contemporary usagéhesusage is limited to
expressions in a certain syntactic and morpholbgicatext. However, they

are included in Buckwalter’s system as full entries

(20) LY  laya'bah
not care
‘He does not care.’
Root; 4
abaha

‘be interested’

All the forms in (19) and (20) are homographic om& way with other
forms that are in contemporary usage. Still, we peayve statistically that
Buckwalter included classical terms by showing @eogle score for some
selected classical entries found Buckwalter's molpdpy in Table 2. These
forms are even found mostly in websites talking uabgrammar or
morphology. The table also shows the alternativeAM8rms and their

comparatively high frequency occurrences in Google.

# | Meaning | Classical Google | MSA Word Google
Word

1| sully Lli gal‘at 8 &kl lattaba 29,600

2 | caulk Ldlé galfat 9 2él ’afsada 205,000

3 | wear Xiul jstakadda | 4 ¢lesl anhaka 37,100

4 | fickle e gamlag 7 <&t mutagallib | 189,000

5 | erosion | J<i 'jtikal 7 JSU ta’akul 1,700,000

Table 2. Google score for Classical vs. MSA entries

Improper spelling relaxation rules. Buckwalter jfistl the inclusion of these
relaxation rules by the fact that they are commonthe data analyzed
(Buckwalter, 2004). We reckon however, that thisas$ a solid justification

because, firstly, we should take into account Araiic electronic texts are
relatively recent, and that not so many authorsvee#l trained in using

proofing tools. Secondly, misspelled words shouéd Handled as special
cases, or apply rules when the forms fail to rez@in analysis. Applying the

rules globally leads to a massive increase in thieiguity level for correctly
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11.

spelled words. Thirdly, misspelling is even commmorenglish. The Google
score for the misspelled word “arround”, for exaeyps 2,530,000 and for
“vedio” is 2,150,000, and this will not be deemedaaplausible ground for
including these misspelled words in an English rholpgical analyzer. The
examples in (21) show how Buckwalter analysed wavidh alif (') in the
middle, and then applied the spelling relaxatioles to allow thisalif to be
also interpreted asamzah(l), further increasing the number of ambiguities.
(21) it fadil failed’

-> Ji fa-’a-8ullu ‘then | paralyze’

<@, waqif ‘standing’

-> sl swa-'a-gifu ‘and | stand’
Noncomprehensive treatment of the rules that goweencombination of
words with clitics, or grammar-lexis specificatihbbeés et al., 2004, Dichy,
2001, Dichy and Fargaly, 2003). As clitics are agtit units, syntactic rules
should apply when they combine with words. For epi@n when a
preposition precedes a noun, the noun must besigehitive case. Similarly,
while it is acceptable for the noun to be followyl possessive pronouns,
this is not acceptable for adjectives, which is olagerved by Buckwalter, as
shown in (22).

(22) ¢l mu'adi (hostile/anti- + my)
@»=« mu'diyy (contagious/infectious + my)

Another wrong analysis is shown in (23) where &aknoun derived from
an intransitive verb is attached to an accusatingngun clitic, which is
grammatically and morphologically not acceptable.
(23) = musirr-T (determined/insistent + my)
Similarly, names of places are usually followed fgyative suffixes, not

possessive pronouns, the rule which is ignoredhawis in (24).

(24) Sle  'ragi (Iraq + my), should be “Iragi”
& irani (Iran + my), should be “Iranian”
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2.4.2 Xerox Arabic Morphological Analysis and Gener  ation

Xerox Morphology is regarded as a system that &séd on solid and innovative
finite-state technology” (Dichy and Fargaly, 200B)adopts the root-and-pattern
approach. It includes 4,930 roots and 400 pattaffsctively generating 90,000
stems. The advantages are that it is rule basedl laige coverage. It also
reconstructs vowel marks and provides an Englisksgry for each word. The
system inherited many disadvantages from Buckwalteorphology such as the
lack of specifications for MWES, and improper sipgjlrelaxation rules. It even
includes more classical entries, and lacks morengrar-lexis specifications.
Example (25) shows an extreme case which violdiessyntactic rule that a
pronoun must be free within its binding domain,'@s-reference of the subject
and of the object” (Dichy, 2001).

(25) Ww.ai nadribuna ‘we hit us’
Additional disadvantages of Xerox morphology are:
1. Overgeneration in word derivation. The distributiohpatterns for roots is

not even, and although each root was hand-codetieirsystem to select

from among the 400 patterns, the task is underatdpdedious and prone to

mistakes.
word transliteration| root meaning
qwl say (verb)
Ja qal qlw fry (active participle)
gll decrease (active
participle)

Table 3. Overgeneration of spurious stems

The first analysis is valid, while the other twe apurious derivations that

have no place in the language, and not even faunthssical dictionaries.

2. Underspecification in POS classification, which mskit unsuited for
serving a syntactic parser. Words are only classifnto:
- Verbs
— Nouns, which include adjectives and adverbs.

- Participles
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— Function words, which include prepositions, conjlorcs,
subordinating conjunctions, articles, negative ipks, and all other

particles.

3. Increased rate of ambiguity. Due to the above-mestl factors, the system
suffers from a very high level of ambiguity, apribvides so many analyses

(many of them spurious) for most words, as showi2).

(26) e misriyy ‘Egyptian’
Xerox (22 solutions)
Buckwalter (10 solutions)
Attia (2 solutions)

2.5 Our System Design and Description

Our system is built using finite state technologytiq, 2005, Attia, 2006a), and
it is suitable for both analysis and generatiois llased on contemporary data (a
corpus of news articles of 4.5 million words), aa#tes the stem as the base
form. It contains 10799 lemmas (1532 verbs, 892@neocand adjectives, and
344 function words) and 2818 multiword expressidrige core system provides
efficient coverage of MSA for its specific domamme(vs articles). The system is
available for research and evaluation at www.gidas.com, along with a set of
relevant finite state tools: a tokenizer, a whijgace normalizer, MWE
transducer and a morphological guesser. The systeale based; there is only
one entry for each stem, and all inflection operatiand orthographical changes
are handled through xfst alternation rules. Thiphe separating the task of the
developer and the lexicographer. As adding new gete the lexicon in a
morphological transducer is a never ending prodbss)exicographer’s job is

made clearer and easier.

A point of strength in the system that gives it advantage over other
morphological analyzers is the coverage of multdvaxpressions (Attia,
2006b). The system can efficiently handle componaches of people, places,
and organizations, as shown in (27), (28) and (29ddition to more complex

expressions which can undergo inflections and &xiariations.
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(27) e
abd ‘ammar (lit. father of ‘Ammar)

‘Abu ‘Ammar’

(28) el
bait lahim (lit. house of meat)
‘Bethlehem’

(29) oY) Llae

madglis al-'amn

‘Security Council’
A disadvantage of the system, however, is its @dhitcoverage. Between
Buckwalter's 38,600 and Attia’s 13,600 entries, @od) coverage, general-
domain morphology is expected to be around 25,0@fes including MWEs.
Our system does not handle diacritized texts. Téwstbn to ignore diacritics
was taken after examining a set of 35,000 uniquedsvérom the corpus, where
only 156 words were found to carry diacritic markghich is statistically
insignificant. Other disadvantages are that it doesreconstruct diacritics, or
provide English glossaries. These limitations db aftect the functionality of
the morphology especially when the target is ta feesyntactic parser, yet it has
been customary in Arabic morphology to provide diexs and glossaries for

illustration and pedagogical purposes.

2.5.1 Finite State Technology

Finite state technology has successfully been usetveloping morphologies
for many languages, including Semitic languages$Bsy, 1998b). There are a
number of advantages of this technology that matkespecially attractive in
dealing with human language morphologies, amonsgtlaglvantages are:

— The technology is fast and efficient. It can handdéey huge automata of
lexicons with their inflections. Compiling largeta@rks that include several
millions of paths is only a matter of seconds irfirate state calculus.
Moreover, these large networks can be easily coeabiaogether to give even
larger networks.

- Handling concatenative and non-concatenative magotios (Beesley,
1998b).
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— Unicode support, which enables developers to accmhate native scripts
that use non-Latin alphabets.

— Multi-platform support. Xerox finite state tools vkounder Windows, Linux,
UNIX and Mac OS, which means that a morphologiatsducer developed
using Xerox finite state compilers can serve appilins under any of these
platforms.

— Afinite state system is fully reversible. So ihdae used for analysis as well
as generation.

— The regular expressions used in finite state cjosesemble standard
linguistic notations (Yona and Wintner, 2005) se tlules are reasonably

readable and intelligible.

In a standard finite state system, lexical entaksg with all possible affixes
and clitics are encoded in the lexc language wisch right recursive phrase
structure grammar (Beesley, 2001, Beesley and ugaatt, 2003). A lexc file
contains a number of lexicons connected through twisa known as
“continuation classes” which determine the pathcaficatenation. In example
(30) the lexicorProclitic has a formwa which has a continuation claBsefix.
This means that the forms Prefix will be appended to the right efa. The
lexiconProclitic has also an empty string, which means Bratlitic is optional
and that the path can proceed without it. The luilkexical entries are listed

underRootin the example.

(30) LEXICON Proclitic

wa Prefix;
Prefix;
LEXICON Prefix
ya Root;
LEXICON Root
shakara Suffix;
kataba Suffix;
LEXICON Suffix
una Enclitic;
LEXICON Enclitic
ha #;
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In a natural language, it usually happens that fir ar a clitic requires or
forbids the existence of another affix or clitichi¥ is what is termed as
“separated dependencies” or “long-distance depeamelehwhich constrain the
co-occurrence of morphemes within words (Beeslay larttunen, 2003). So
Flag Diacritics were introduced as an extension Xerox finite state
implementation to serve as filters on possible atemations to a stem. The most
common form of Flag Diacritics is the unificatiogpe. Suppose we want to
prevent theProclitic andEnclitic lexicons from co-occurring. We can add a Flag
Diacritic to each of them with the same feature egbut with different value, as
shown in (31).

(31) LEXICON Proclitic
wa@U.Clitic.On@ Prefix;

LEXICON Enclitic
ha@U.Clitic.Off@ #;

With inflections and concatenations, words usuladigome subject to changes or
alternations in their forms. Alternations are theésctkpancies between
underlying strings and their surface realizatioegB8ey, 1998b), and alternation
rules are the rules that relate the surface foronghé underlying forms. In
Arabic, long vowels, glides and the glottal stop Hre subject of a great deal of
phonological (and consequently orthographical) ra#teons like assimilation
and deletion. Most of the trouble a morphologicadlgzer faces is related to
handling these issues. In our system there aret dl3fureplace rules to handle
alternations that affect verbs, nouns, adjectived fanction words when they
undergo inflections or are attached to affixes aliits. Alternation rules are
expressed in finite state systems using XFST reptates of the general form
shown in (32).

(32) a->b|L_R

This means that the striragis replaced with the string whena occurs between
the left contextL and the right contexR. When no context is specified the
replacement operates globally. The special sym#dlcan be used instead lof
to express the condition when the strangccurs at the beginning of a word. The
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symbol ‘.#.’ can also be used insteadRdb indicate when the strirggoccurs at
the end of a word. These replace rules can be cemdpone over the other, so
that the output of one rule can be the input fasther rule. This can effectively
account for multi phonological and orthographicalgesses.

At the end we obtain a transducer with a binaratieh between two sets of
strings. The first set of strings is conventiondtlyown as the lower language
and contains the surface forms, and the secondfsstrings is the upper
language and contains the lexical forms, or thdyaisa as shown in (33) for the

verb ¢S4 yadkurna ‘they thank'.

(33) Upper Language: +verb+pres+activisakara ‘thank’]+masc+pl+3
Lower Languaged sS&yyaskuriina ‘they thank’]

2.5.2 Handling Arabic Morphotactics

Morphotactics is the study of how morphemes combagether to form words
(Beesley, 1998b). These can be concatenative wotipmemes either prefixed or
suffixed to stems or non-concatenative, with stemdergoing alternations to
convey morphosyntactic information. Arabic is caiesed as a typical example

of a language that employs non-concatenative maéaghos.

Arabic words are traditionally classified into targ/pes (Ibrahim, 2002): verbs,
nouns and particles. Adjectives take almost all therphological forms of
nouns. Adjectives, for example, can be definited ame inflected for case,

number and gender.

Arabic verbs are inflected into imperfective (pr3ge perfective (past) and
imperative. Moreover, both the perfective and infgetive have two forms: the
active form and the passive form. In sum, Arabitbseare inflected to provide
five forms: active perfective, passive perfectiaetive imperfective, passive
imperfective and imperative. The base form of teebvis the perfective tense,
3rd person, singular. There are a number of indisahat tell how the base form
would be inflected to give the other forms. Amorgde indicators are the
number of letters of the base form and its templatéemplate (Beesley and
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Karttunen, 2003) is a kind of vocalization mouldwhich a verb fits. Vocalism

is a major factor in template shaping. Althoughcdi&cs (the manifestation of

vocalism) are not present in modern writing, w# sted to worry about them

as they trigger other phonological and orthograghiprocesses, such as

assimilation and deletion and the re-separatiosgoeading) of doubled letters.

2.5.2.1Verbs

Possible concatenations and inflections in Araladhs are shown in Table 4.

All elements are optional except the stem, and ttagybe connected together in

a series of concatenations.

Proclitics Prefix Stem | Suffix Enclitic
Conjunction/| Complementizer| Tense/mood —| Verb | Tense/mood —| Object
guestion number/gende number/gende| pronoun
article
Conjunctions| Jli ‘to’ Imperfective Imperfective | First person
swa ‘and’ or tense (5) tense (10) (2)
< fa ‘then’

Question o= sa ‘will’ Perfective Stem| Perfective Second
word i ’a ‘is tense (1) tense (12) person (5)
it true that' | Jla ‘then’ Imperative (2) Imperative (5) | Third perso

(5)

—

Table 4. Possible concatenations in Arabic verbs

Flag Diacritics are used to handle long-distanstrictions or what is termed

“separated dependencies” for Arabic verbs. Thesgicdons can be considered

as grammatical constraints, or grammar-lexis smatibns, that govern the

morphological process. These can be summarizedllaw/$:

- The yes-no-question article 'a ‘it is true that’ cannot co-occur with

imperatives or with the accusative case.

- The complementizes li ‘to’ cannot co-occur with the nominative case.

— Cliticized object pronouns do not occur either wiglassive or with

intransitive verbs.

— Affixes indicating person and number in the pregense come in two parts

one preceding and one following the verb and eaefixpcan co-occur only

with certain suffixes.
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— The imperfective, perfective and imperative havehemrange of prefixes or
suffixes or both which must be precisely constrdine

— A first person object pronoun cannot co-occur véthirst person prefix (to
account for the rule that a pronoun must be frakiwiits binding domain),
and similarly a second person object pronoun caoovaiccur with a second
person prefix. This rule makes sure that the saemom cannot act as
subject and object at the same time.

The maximum number concatenations in Arabic verbstgown by Table 4
above is six: one stem in addition to five otheurib morphemes representing
affixes and clitics. Statistically, concatenatioins Table 4 give as much as
33,696 forms. In real constrained examples, somlesyesuch asss sakara ‘to
thank’, generate 2,552 valid forms. This consideramount of form variations

is a good indication of the richness and compleaitirabic morphology.

2.5.2.2Nouns

Possible concatenations and inflections in Aralmans are shown in Table 5
below. The maximum number of concatenations in Kratouns is five: one
stem in addition to four other bound morphemes esgmting suffixes and
clitics, bearing in mind that the genitive pronoand the definite article are

mutually exclusive.

Proclitics Stem | Suffix Enclitic

Conjunction/| Preposition Definite | Noun | Gender/Number| Genitive
guestion article pronoun
article
Conjunctions| < bi ‘with’, Jdial ‘the’ Masculine Dual | First person
swa ‘and’ or | dka ‘as’ (4) (2)
<sfa‘then’” | ordli‘to’ Feminine Dual

(4)
Question Stem | Masculine Second person
word | a ‘is regular plural (4) (5)
it true that’ Feminine Third person

regular plural (1) (5)

Feminine Mark

1)

Table 5. Possible concatenations in Arabic nouns
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Flag Diacritics are also used to handle separatpéritiencies for nouns. These

can be summarized as follows:

- The definite article)) al ‘the’ cannot co-occur with a genitive pronoun.

— The definite article cannot co-occur with an indé& noun markingruun
with the dual and plural danweenwith the singular).

— The cliticized genitive pronoun cannot co-occurhwdn indefinite noun
marking.

— Prepositions cannot co-occur with nominative ouaetive case markings.

Statistically, uncontrolled concatenations in Tablabove give 6,240 forms. In
real examples some nouns, suchsl&s mu'allim ‘teacher’, generate 519 valid

forms.

In our system adding nouns is made easy by sefpdtom a template of
continuation classes which determine what patmftégtion each noun is going
to select, as shown in Figure 5 (transliteratiod gloss are included in square

brackets for illustration only).

LEXICON Nouns
+masc”ss” plx[mu‘allim ‘teacherT‘se” DualFemFemplMascpl;

+masc’ss® o L[talib ‘student'se” DualFemFempl;
o Lb+tmasc+plifss®  Lab[tullab ‘studentsTse®  CaseEnds;

+masc”ss™ o Lis[kitab ‘book’]se” Dual;
o listmasc+pl:Ass™  Lois[kutub ‘books’[rse” CaseEnds;
+fem”ss” i1 s[kurrasah ‘notebook’l'se” DualFempl;
+fem”ss® d[Sams ‘sun’]se” Dual;
woHem+pliAsst 5 $[Sumds ‘sunsPsen CaseEnds;

Figure 5. Noun Stem Entry

These continuation class templates are based ofathke in Table 6. Table 6
shows what inflection choices are available for Bdcanouns according to
gender (masculine or feminine), number (singulaldr plural) and how the
plural is formed (regular or broken plural). Theleashows the variability in the
choices permitted with each noun, with some noliosvimg all choices in their

inventory (as shown by example 1 in the table)erlselecting only one choice
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(as shown by examples 11-15), while the rest showaréed spectrum of

choices.
Masculine Feminine | Masculine Feminine Regular Regular Broken
Singular Singular Dual Dual Masculine | Feminine Plural
Plural Plural
1 Jala ials GSlals oulals oslels Olals S FE
gahil gahilah gahilan gahilatan gahiltn gahilat guhala’
‘ignorant’
2 alra Aalza Olalae Olialaa Osalza Cilalza
mu‘allim mu‘allimah | mu‘alliman | mu‘allimatan | mu‘allimin | mu‘allimat X
‘teacher’
3 s Ll cllla Clialla bl la
talib talibah taliban talibatan X talibat tullab
‘student’
4 (selal Agadlas Ohaglal Oliaalas
ta‘limiyy ta‘limiyyah | ta‘limiyyan | ta'limiyyatan X X X
‘educational’
5 Olaial bitasial clilaial
"imtihan X "imtihanan X X "imtihanat X
‘exam’
6 s ohus S
kitab X kitaban X X X kutub
‘book’
7 B LT < oA
X bagarah X bagaratan X bagarat bagar
‘cow’
8 FINONS Olisad Oloea
X hamsah X hamsatan X hamasat X
‘whisper’
9 el Ola U g
X Sams X Samsan X X Sumds
‘sun’
10 Jola Yl
tanazul X X X X tanazulat X
‘concession’
11 T~
hurag X X X X X X
‘exiting’
12 RPEVY
‘Mohammed’ X
13 )
X ‘Zainab’ X X X X X
14 IENER
X X X X X X mabahit
‘intelligence
agencies’
15 <Ll
X X X X X "istihbarat X
‘investigations’

Table 6. Distribution of possible feminine and plual morphemes

Another problem with nouns is the issue of brokéumrgds (Ibrahim, 2002,
Ratcliffe, 1998), which is the traditional gramnaars’ term for describing the

process of non-concatenative plural formation. Téren was chosen to indicate
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that the base form of the nouns is broken eitheebyoving one or more letters,
adding one or more letters, changing vocalizatiora @ombination of these.
Arabic nouns have 30 templates which are serve@Bdyroken plural templates.
Some templates of singular nouns can select frontougeven broken plural
templates. The different plural templates werednisélly meant to indicate
some meaning variation, such as whether the nuwibtre plural is below or
above ten, whether the noun describes a professian attribute, and whether
the attribute is static or transient. These subaning differences are no longer

recognized even by well-educated native speakers.

These broken plural forms are, to a great exterssilized, i.e., they are not
productive any more. So, the system relies only tba lexicographer’s
knowledge to tell whether a particular noun is &védra regular or broken plural
form. Trying to rely on the system to guess thekbroplural form will make the

transducer overgenerate excessively and needlessly.

2.5.2.3Alternation Rules

Verbs are the category most affected by alternabiperations. Therefore we
focus here on the main conditions that trigger agthphical changes in verbs.
Arabic verbs are generally classified (regarding iamber of letters of the base
form) into three-, four-, five- and six-letter vatbFurthermore, trilateral verbs

are traditionally classified into:

A. Strong verbs. These are the verbs that contairweak letters. They are
further classified into three categories:
1. Regular verbs. These are the verbs whose forenkgiters do not contain
either a hamzated, doubled or weak letter.
2. Hamzated verbs. These are the verbs that coathamza(glottal stop)
among its formative letters.
3. Doubled verbs. These are the verbs that are @sedpof two letters and the
second is doubled.
B. Weak verbs. These are the verbs that contaieakwetter. A weak letter is

one of three letters representing either long veweelglides. They argalif’
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for the long vowels (which can also be represented orthographicallyhiey
letter ¢ ‘alif magsira’). The second weak letter is‘'waw’ for the glidew or

the long voweli. The third weak letter ig ‘ya”’ for the glidey or the long
voweli. Weak verbs are also classified into three categor

1. Assimilated omital. A verb that contains an initial weak letter.

2. Hollow oragwaf. A verb that contains a middle weak letter.

3. Defective omnagis. A verb that contains a final weak letter.

We can extend this notion of weak and strong vartasthe four-, five- and six-
letter verbs. This classification is of crucial iarfance in writing alternation
rules. Strong regular verbs are generally not somaifected, orthographically,
by inflection. The verb in (34) undergoes one alion operation that is the

deletion of the first letter, when inflected inteetimperfective.
(34) z_xuwl istabraga ‘extracted’ ->z aiw yastabrig ‘extract’

However, more attention should be given to verbat tbontain a weak,
hamzated, or doubled letter at any position, as tisually requires more
orthographical alterations during inflection. Therly in (35) undergoes two
operations: deletion of the first letter and asktian of the pre-final letter from

'@’ into « ‘7.
(35) Jw.) istagala ‘resigned’ ->Ji yastaqil ‘resign’

In our lexc file, the start and end of stems areketh to provide information
needed in conducting alternation operations, aswshdyy Figure 6
(transliteration and gloss are included in squaaehets for illustration only).

1 LEXICON Verbs

2 NssM oy <s[Sakara ‘thank ']hsen Transitive;

3 "ssh . s[fariha ‘be-happy ']"se”*@D.V.P@ Intransitive;

4 "ss™ s ,[radda ‘respond ’']*se™dbl2~dbl@D.V.P@ Transitive;

5 Assh .i['amara ‘order 'J*sedbl2Adbl@D.M.1@ Transitive;

6 "ss™ ,.1['addarra ‘harm’]*se”dbl3~dbl@D.V.P@@D.M.1@ Intransitive;

7 "ss® .l ['imtadda ‘extend '"se™Mdbl4ndbl@D.V.P@@D.M.I@ Intransitive;

8 NssM  jax ¢[tamabbada ‘result-in - '[*sedbl3”*dbl@D.V.P@@D.M.I@ Intransitive;
9 7ssM |, 5hwl['istagarra ‘settle  ']*sedbl5*dbl@D.V.P@@D.M.I@ Intransitive;
10 "ss™ ¢ Lo[ba'a‘sell ’']*se™orig  s"orig Transitive;

11 ~ss™ Jug[qala ‘say ']*se™orig  s"orig Intransitive;

12 "ss™ | j:[gaza ‘fight ’']*se™orig  ,"orig@D.V.P@@D.M.1@ Transitive;
13 7ss™ ., [rama ‘throw ']"se™orig  s”orig Transitive;

Figure 6. Verb stem entries
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The tags are meant to provide the following infatiora

1.

Start and end of verb stem. The multi-characterb®yn*ss®” stands for
stem start and “*se”” for stem end.

Which letter is doubled in the linear order, as émtries 4-8 in Figure 3
show. The mark “*dbl2”dbl”, for example means ttis second letter is
doubled.

If there is a long vowel that undergoes assimitgtithe assimilated form
needs to be explicitly stated. This is represeriigdhe entries 10-13 in
Figure 3. In traditional terms the origin bfa’ in J& gala ‘said’ is s ‘T’
which means thata® changes tod@ when the verb is inflected into the
imperfective.

The flag diacritic “@D.V.P@” means “disallow the gs&ve voice”, and

“@D.M.1@” means “disallow the imperative mood”.

These markings are considered an intermediate égyegwhich is removed in

the final stage, so that only surface strings afedn the bottom and analysis

strings (or lexical strings) are left on the togld network (Beesley, 1996).

2.5.2.4List of Parts of Speech and Morphological Features

In our classification, there are nine parts of spesategories for Arabic: verbs,

nouns, adjectives, adverbs, prepositions, detemjim@njunctions, pronouns

and patrticles. Each of these categories has & sebrpho-syntactic features, as

shown below.

Verbs: A verb has the following features:

» Person:first, second and third person
* Number: singular, dual, plural

* Gender: masculine, feminine

» Voice: active passive

* Mood: imperative declarative

« Tense:past, present
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Nouns: A noun has the following features:

Gender: masculine, female

Number: singular, dual, plural
Case:nominative, accusative, genitive
Humanness:human, non-human

Additional Information:

- Proper name: person, place, organization
- Number: ordinal, cardinal

- Date: month, week

Adjectives: An adjective has the following features:

Gender: masculine, female
Number: singular, dual, plural

Case:nominative, accusative, genitive

Pronouns: A pronoun has the following features:

Number: singular, dual, plural

Gender: masculine, female

Person:first, second and third person

Case:nominative, accusative, genitive

Relative: for relative pronouns. They include the followifegtures:
- Number: singular, dual, plural

- Gender: masculine, female

- Case:nominative, accusative, genitive

Particles: A particle has the following features:

negative
interrogative
Tense:future, past
Complementizer

affirmative
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Determiners: A determiner has the following features:

» definite

e quantitive

 Demonstrative: for demonstrative adjectives. Thegveh the
following features:
- Proximity: distal, proximal
- Number: singular, dual, plural
- Gender: masculine, feminine

- Case:nominative, accusative, genitive

The other parts of speech, namely conjunctionserdy and prepositiorsave

no internal features.

2.5.3 Techniques followed in limiting ambiguities

We tried to make our system produce all and ongywvilid solutions and avoid
spurious solutions. We observe well-formedness itiong of Arabic words and
avoid any pruning of valid analyses. The followirgpnsiderations and

techniques were followed to achieve this goal.

1. Using the stem as the base form, as this approactess likely to
overgenerate. Automatic derivation from the roob dee risky as it may

create stems not used in the language.

2. Non-inclusion of classical words or word senseshayg add only to the size
of the lexicon and the level of ambiguity. In oys®m words are included
only if they are found in the corpus. We did ndy ren classical dictionaries

or word lists.

3. Observation of the rules governing the combinatwbrwords with affixes
and clitics, or grammar-lexis specifications, whiglork as filters for
spurious ambiguities (Abbés et al., 2004, Dichy blagsoun, 1998, Dichy,
2001, Dichy and Fargaly, 2003). For example, atjest names of places
and verbal nouns do not combine with possessivaogoms. Also verbal

nouns derived from intransitive verbs do not combinith accusative
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pronouns. Yet more can be done regarding theifigeof human objects
from verbs that allow only non-human objects (Didmyd Fargaly, 2003)

such as (36), which is still accepted by our system

(36)  eel
gara’tu-hum
‘I read them’
There are also nouns that semantically do not all@affixation of genitive

pronouns, such as (37) which is still not propédydled by our system.

(37) hasS

kimya'iyy

‘my chemistry’
. Specifying which verbs can have the passive foffngm 1532 verbs, only
36% are allowed to have passive forms (504 tramsitterbs, and 43
intransitive verbs). Initially all transitive verbwere allowed to have a
passive form and all intransitive verbs were nohed all verbs were
reviewed manually for acceptability according te #wthor’'s judgment. A
sum of 198 transitive verbs was not allowed to hayeassive form, while
some intransitive verbs are allowed. Levin (199@)exl that intransitive,
prepositional verbs can have passive constructima®r constraints on the
semantic roles of the arguments. In our systembsvém the i and 2¢
person are not allowed to have a passive form. Ifhand 29 persons are
deemed as highly unlikely forms, first, because MiSAa formal written
language, and these persons are mostly used inex=&aions or
autobiographies. Second, these persons have oafplugal shapes that are
identical with other forms, and writers will tend tise other syntactically
equivalent structures for expressing the passivthisr case. Another good
idea for limiting the use of the passive would beconstrain it according to

tense, as done in the Buckwalter’'s system.

. Specifying which verbs can have imperative format @f 1532 verbs, only
484 verbs (32%) are allowed to have an imperatorenf(324 Transitive
verbs, 160 Intransitive verbs). According to LeytP93), the imperative

construction does not appear with verbs of peroapandadmiretype
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psych-verbs. It does not also appear with verbentity-specific change of
state. These are the “verbs that describe charfgesate that are specific to
particular entities”, such akloom erode corrode decay dry, stagnate
blossom wither, tarnish and swell This semantic description could be
extremely helpful in deciding which verbs can haweimperative form and
which cannot. Building such semantics-based netsviok Arabic verbs was
time-consuming; therefore we had to rely on persojpagment of

plausibility.

2.6 Evaluation

Our aim is to evaluate Xerox Arabic Morphologicahdysis and Generation,
Buckwalter Arabic Morphological Analyzer and AtsaArabic Morphological

Transducer with respect to ambiguity. Due to thet fhat a gold standard
annotated corpus for Arabic is not yet available qur knowledge), a large
scale, automatic evaluation is not possible. Tleesfve conducted a small-scale
manual evaluation experiment to test the ambiguitéye of the three

morphologies on one hand and to test precisiohefwo morphologies with the

least ambiguity rate on the other hand.

We selected five documents from Al-Jazeera web site 28-29/6/2006
containing a total of 950 unique words and 67 MWs. tested these words on
each of the target morphologies, and then we cdedua detailed manual
analysis for the two morphologies with the leastbayuity rate to see how
accurate they were in obtaining the correct setnaflyses and avoiding spurious

ambiguities. We first show the precision evaluaiiiable 7.
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Criteria Buckwalter | Xerox | Attia
Complete 617 - 756
Over-specified 247 - 67
Underspecified 40 - 75
Wrong Analysis 1 - 10
Over-&under-specified 20 - 5
Irrelevant 5 5 5
Not found 20 39 32
Total Solutions 2332 3871 1574
for 895 words (after

excluding 55 not

found)

Table 7. Breakdown of evaluation results

In the table a “complete” analysis is a precise ¢m& neither contains a
spurious ambiguity nor lacks a plausible solutidn.“over-specified” analysis
is one that contains all plausible solutions beste or more spurious
ambiguities. It must be noted here that a spurasabiguity is an ambiguity that
falls outside the domain of the language, not atexdnor subject related
ambiguity. An “underspecified” analysis is one tlf@ts to account for one or
more plausible solutions among the list of solwiofOver-&under-specified”
analysis denotes those solutions which containigpsirambiguities and at the
same time do not include one or more plausibletmris. The term “irrelevant”
is used for misspelled words or those that do wotioalone, but usually occur
as part of a MWE. Buckwalter's precision score %6 while Attia’s
Morphology achieved 79%. Although Attia’s morphojog almost a quarter of
the size of Buckwalter, it does not contain too ynanderspecified analyses. As
Attia and Buckwalter achieved a relatively high recof precision at a low rate
of solutions per word, it can be easily deduced Xwox, with its high number
of solutions, is over-specified for most words, asa no breakdown was

perceived to be needed.

Out of curiosity, we tried to see what the ambiguievel in an English
morphology is. We, however, do not intend to sat #rabic ambiguity level
should be similar to English or that English carubed as a baseline for Arabic,
as ambiguity is a language-specific issue and cangpambiguity between two

languages is not possible. English ambiguity rade tested using XLE
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morphological transducer (Butt et al., 2002) on 9&ds and received 1732

solutions, giving an ambiguity rate of 1.76.

In order to measure the ambiguity rate in the thmeerphologies in our
experiment, all words that were not known to anyhef morphologies (that was
a total of 55 words) were removed from the test Vidhich was reduced to 895.
The ambiguity rates for the three morphologiessi@vn in Figure 7. A total of
67 MWEs were excluded from overall evaluation, lesytare not supported on
Buckwalter or Xerox. Attia, however, recognized BBNEs, that is 37%

coverage.
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0
> ) Ambiguity Rate
= B 5 =
z < 5 2
g < 2
> 1]
M L
-
x
Buckwalter Attia Xerox XLI.E
English
E Ambiguity Rate 2.6 1.75 4.32 1.76

Figure 7. Comparison of the ambiguity rates in thre morphologies

As Figure 7 shows, Attia’'s Morphology outperformettb Buckwalter's and
Xerox Morphologies in curbing ambiguities. Erroview shows that the sources
of spurious ambiguities in Buckwalter and Xerox ptaslogies are summarized

mainly in the following three points:

1. Inclusion of classical terms.
2. Incompliance with the rules of grammar-lexis reias.

3. Improper application of spelling relaxation rules.

We conclude that the rich and complex morphology Aslbic does not

automatically mean that it is highly ambiguous. Tdmalysis and evaluation
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conducted in this research shows that most of thbeiguities produced by
Xerox Arabic Finite State Morphology and Buckwalt®rabic Morphological

Analyzer are spurious ambiguities caused by thkusmn of classical entries,
rule-created overgenerated stems with no actuateplm the language,
overlooking word-clitic combination rules (or grarardexis specifications), and
overdoing spelling relaxation rules. By avoidinggbk pitfalls a more focused,

less ambiguous morphological analyzer can be dpedlo
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3 Tokenization

Tokenization is a necessary and non-trivial stepatural language processing.
The function of a tokenizer is to split a runniegttinto tokens, so that they can
be fed into a morphological transducer or POS tafigdurther processing. The
tokenizer is responsible for defining word bounésri demarcating clitics,

multiword expressions, abbreviations and numbers.

In this chapter we describe a rule-based systemhidwadles tokenization as a
well-rounded process with a preprocessing stagéd€wgpace normalizer), and a
post-processing stage (token filter). We also shHoow it interacts with

morphological transducers, and how ambiguity isixesd.

Tokenization is a significant issue in natural laage processing as it is “closely
related to the morphological analysis” (Chanod @&aganainen, 1996). This is
even more the case with languages with rich andptammorphology such as
Arabic. In the case of Arabic, where a single woaid comprise a stem and up to
three clitics, morphological knowledge needs to ibeorporated into the

tokenizer.

Clitics are syntactic units that do not have frelerfs but are instead attached to
other words. Deciding whether a morpheme is anxadfi a clitic can be
confusing. However, we can generally say that afficarry morpho-syntactic
features (such as tense, person, gender or nunid@h, clitics serve syntactic
functions (such as negation, definition, conjunttar preposition) that would
otherwise be served by an independent lexical ifEmerefore tokenization is a
crucial step for a syntactic parser that needsutl la tree from syntactic units.

An example of a clitic in English is the contractedn n’t in He didn’t ga

Arabic clitics, however, are not as easily recoghie. Clitics use the same
alphabet as that of words, with no demarcating mankd they can be
concatenated one after the other. Without sufftarearphological knowledge, it

is impossible to detect and mark clitics. Here vive different levels of
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implementation of the Arabic tokenizer, accordimgthe levels of linguistic

depth involved.

Arabic Tokenization has been described in vari@searches and implemented
in many solutions as it is a required preliminatgge for further processing.
These solutions include morphological analysis @se 2001, Buckwalter,
2002), diacritization (Nelken and Shieber, 2006jpimation Retrieval (Larkey
and Connell, 2002), and POS Tagging (Diab et 8042 Habash and Rambow,
2005). None of these projects, however, descrikeniaation as a standalone

solution or show how ambiguity is filtered and MWéie treated.

In our research, tokenization is handled in a hdsed system as an independent
process. We show how the tokenizer interacts wikierotransducers. We also
show how incorrect tokenizations are filtered oathd how undesired
tokenizations are marked. In Chapferwe show how MWEs are identified and
delimited. All tools in this research are developed-inite State Technology
(Beesley and Karttunen, 2003). These tools have lbeeeloped to serve an
Arabic Lexical Functional Grammar parser using Xl(¥Xerox Linguistics

Environment) platform as part of the ParGram PtqjBatt et al., 2002).

This chapter is an updated version of my papeeditlArabic Tokenization
System” (Attia, 2007).

3.1 Arabic Tokens

A tokenis the minimal syntactic unit; it can be a wordpat of a word (or a
clitic), a multiword expression, or a punctuatiorarin A tokenizer needs to
know a list of all word boundaries, such as whigacges and punctuation marks,
and also information about the token boundariegléns/ords when a word is
composed of a stem and clitics. Throughout thigassh full form words, i.e.
stems with or without clitics, as well as numbeil e termedmain tokensAll
main tokens are delimited either by a white spaca punctuation mark. Full
form words can then be divided insub-tokenswhere clitics and stems are

separated.
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3.1.1 Main Tokens

A tokenizer relies mainly on white spaces and puetabn marks as delimiters of
word boundaries (or main tokens). Additional puation marks are used in
Arabic such as the comma, ‘question mark® and semicolon¢’. Numbers are
also considered as main tokens. A few Arab couuige the Arabic numerals
as in English, while most Arab countries use theddnumerals such as‘2’
andY ‘3’. Therefore a list of all punctuation marks amgdmber characters must

be fed to the system to allow it to demarcate nalens in the text.

3.1.2 Sub-Tokens

Arabic morphotactics allows words to be prefixedsoffixed with clitics (Attia,

2006a). Clitics themselves can be concatenatedfteethe other. Furthermore,
clitics undergo assimilation with word stems andhweach other, which makes
them even harder to handle in any superficial wayerb can comprise up to
four sub-tokens (a conjunction, a complementizeved stem and an object

pronoun) as illustrated by Figure 8.

| Verh |
I

[ [ [ |
= o ow
() [T 'E
E| | §8| | B8] |88
g ek g | | & §
= 2 o L oo 0O o
) SR

Figure 8. Possible sub-tokens in Arabic verbs

Similarly a noun can comprise up to four sub-tokexithough Figure 9 shows

five sub-tokens, the definite article and the geeitpronoun are mutually

exclusive.
Moun
[ I | I |
= =]
2 ||| & |Ey| | 2s
g . & B 5 2 §
= 2 n € g e g 8
g £ 2 = O &
0 i u

Figure 9. Possible sub-tokens in Arabic nouns
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Moreover there are various rules that govern thebioation of words with

affixes and clitics. These rules are called gramimes specifications (Abbés et
al., 2004, Dichy, 2001, Dichy and Fargaly, 2003)n &xample of these
specifications is a rule that states that adjestiaed proper nouns do not

combine with possessive pronouns.

3.2 Tokenization Solutions

There are different levels at which an Arabic taken can be developed,
depending on the depth of the linguistic analysi®ived. During our work with

the Arabic grammar we developed three differentitsmbs, or three models, for
Arabic tokenization. These models vary greatlyhairt robustness, compliance

with the concept of modularity, and the abilityaeoid unnecessary ambiguities.

The tokenizer relies on white spaces and punctuatiarks to demarcate main
tokens. In demarcating sub-tokens, however, theeriakr needs more
morphological information. This information is pided either deterministically
by a morphological transducer, or non-determiradiycby a token guesser.
Eventually both main tokens and sub-tokens are echtky the same token
boundary, which is the sign ‘@’ throughout thise&xh. The classification into
main and sub-tokens is a conceptual idea that hel@ssigning the task of

identification to different components.

Identifying main tokens is considered a straight@and process that looks for
white spaces and punctuation marks and dividesettieaccordingly. No further

details of main tokens are given beyond this padiihe three models described
below are different ways to identify and divide gokens, or clitics and stems

within a full form word.

3.2.1 Model 1: Tokenization Combined with Morpholog ical
Analysis

In this implementation the tokenizer and the motpgical analyzer are one and

the same. A single transducer provides both moggicdl analysis and
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tokenization. Examples of the tokenizer/morpholabi@nalyser output are
shown in (38). The ‘+ sign precedes morphologiealttures, while the ‘@’ sign

indicates token boundaries.

(38) Sl (waliyadkur: and to thank)

s+conj@J+comp@+verb+pres+s§:@
This sort of implementation is the most linguistiganotivated. This is also the
most common form of implementation for Arabic toksion (Habash and
Rambow, 2005). However, it violates the designcepn of modularity which
requires systems to have separate modules for takdey separate tasks. For a
syntactic parser that requires the existence of okenizer besides a
morphological analyzer (such as XLE), this impletaéon is not workable, and
either Model 2 or Model 3 is used instead.

3.2.2 Model 2: Tokenization Guesser

In this model tokenization is separated from moflpgical analysis. The
tokenizer only detects and demarcates clitic bordeslaY et information on what
may constitute a clitic is still needed. This isywtvo additional components are
required: a clitics guesser to be integrated wita tokenizer, and a clitics

transducer to be integrated with the morphologi@aisducer.

Clitics Guesser.We developed a guesser for Arabic words with aligible

clitics and all possible assimilations. See Beesleg Karttunen (2003) on how
to create a basic guesser. The core idea of a@uiss® assume that a stem is
composed of any arbitrary sequence of Arabic alptsaland this stem can be
prefixed or/and suffixed with a limited set of tolee This guesser is then used
by the tokenizer to mark clitic boundaries. Dughte nondeterministic nature of
a guesser, there will be increased tokenizationiguntkes, as in(39) (only

correct analysis is provided with transliteratiom aloss).

(39) Jals (walirragul: and to the man)
@@ @JI@s wa@li@al@ragul@ and@to@the@man@
@ J@d@s
@Jd> @ s
@A
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Clitics Transducer. We must note that Arabic clitics do not occur \ndually

in natural texts. They are always attached to wofdwrefore a specialized
small-scale morphological transducer is needecatalle these newly separated
forms. We developed a lexc transducer for clitiok/otreating them as separate
words. The purpose of this transducer is to proaidalysis for morphemes that

do not occur independently.

(40)  s[wa- ‘and’]+conj

J[li- ‘to’]+prep

J[al- ‘the’]+art+def
This small-scale specialized transducer is theoned (or integrated) with the
main morphological transducer. Before making théomnt is necessary to
remove all paths that contain any clitics in themmaorphological transducer to

eliminate redundancies.

In our opinion this is the best model, the advaedagre robustness as it is able
to deal with any words whether they are known ®rtorphological transducer
or not, and abiding by the concept of modularityitaseparates the process of

tokenization from morphological analysis.

There are disadvantages, however, for this moadel,aanong them is that the
morphological analyzer and the syntactic parsereh@v deal with increased
tokenization ambiguities. The tokenizer is highbnrdeterministic as it depends
on a guesser which, by definition, is non-deterstioi For a simple sentence of
three words, we are faced with eight different tokation solutions.

Nonetheless, this influx of ambiguities can be hedicés will be explained later.

3.2.3 Model 3: Tokenization Dependent on the Morpho  logical

Analyser

In the above solution, the tokenizer defines thesfide Arabic stem as any
arbitrary sequence of Arabic letters. In this solut however, word stems are
not guessed, but taken as a list of actual wordsogsible word in the tokenizer
in this model is any word found in the morphologideansducer. The

morphological transducer here is the same as thedescribed in Model 1 but
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with one difference, that is the output does natlude any morphological

features, but only token boundaries between cléius stems.

This is a much more deterministic tokenizer thatdies clitics properly. The
main downfall is that only words found in the moofidgical transducer are
tokenized. It is not robust, yet it may be more \@ment during grammar
debugging, as it provides much fewer analyses thadel 2. Here spurious
ambiguities are successfully avoided.

(41)  J=Jl5 (walirragul: and to the man)

@@ @JI@s wa@li@al@ragul@ and@to@the@man@
One advantage of this implementation is that thel tbecomes more
deterministic and more manageable in debugging.ldtk of robustness,
however, makes it mostly inapplicable as no singl@phological transducer
can claim to comprise all the words in a langudgeour XLE grammar, this
model is only 0.05% faster than Model 2. This i$ acstatistically significant

advantage compared to its limitations.

3.2.4 Normalization

Normalization is a preliminary stage to tokenizatiavhere preliminary
processing is carried out to ensure that the sexbnsistent and predictable. In
this stage, for example, the decorative elongatbaracter,kashida and all
diacritics are removed. Redundant and misplacedtewBpaces are also

corrected, to enable the tokenizer to work on arcknd predictable text.

In real-life data spaces may not be as regularlgg eonsistently used as
expected. There may be two or more spaces, or &Ey instead of a single
space. Spaces might even be added before or aftetyation marks in the
wrong manner. Therefore, there is a need for atta@dleliminates inconsistency
in using white spaces, so that when the text is if@d a tokenizer or

morphological analyzer, words and expressions @cdirectly identified and

analyzed. Table 8 shows where spaces are not expbefore or after some

punctuation marks.
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No Space Before| No Space After

) (
} {
] [

” @

Table 8. Space distribution with some punctuation rarks

We have developed a white space normalizer whasetifun is to go through
real-life texts and correct mistakes related to plecement of white spaces.
When it is fed an input such as the one in (42ayhirch additional spaces are
inserted and some spaces are misplaced, it cortieet®rrors and gives the
output in (42b):

(42) a.. Sdl ) st ¥ Gl () Akl el i
nasru ad-dimugratiyyh ( fi as-Sarq al-"awsat )sayaqudu ‘ila  as-slam .
Spreading democracy ( in the Middle East )wild to  peace .
b. Sl )3 s (das s8I (3 ) ) Akl jianall s
nasru ad-dimugratiyyh (fi as-sarq al-'awsat) sayaqudu 'ila as-slam.
Spreading democracy (in the Middle East) will I¢agheace.

3.3 Resolving Ambiguity

There are different types of ambiguity. There gner®us ambiguities created by
the guesser. There are also ambiguities which doerist in the text before
tokenization but are only created during the tokaton process. Finally there
are real ambiguities, where a form can be read simgle word or two sub-
tokens, or where an MWE has a compositional readiingse three types are

treated by the following three subsections respelsti

3.3.1 Discarding Spurious Ambiguities

Tokenization Model 2 is chosen as the optimal imm@etation due to its
modularity, efficiency and robustness, yet it ighly nondeterministic and
produces a large number of spurious ambiguitiegr&fbre, a morphological
transducer is needed to filter out the tokenizapaths that contain incorrect
sub-tokens. Recall example (39) which contained thatput of the

nondeterministic tokenizer. In (43) below, aftere tioutput is fed into a
morphological transducer, only one solution is pteg¢ and the rest are

discarded, as underlined words do not constitulid sgeems.
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(43)  J= 5 (walirragul: and to the man)
@d>L@@J@s wa@li@al@ragul@ and@to@the@man@ Passed.

@ )@@ - Discarded.
@d> M@ s - Discarded.
@d> s - Discarded.

3.3.2 Handling Tokenization Ambiguities

Among the functions of a tokenizer is to separdic€ from stems. Some
clitics, however, when separated, become ambigudtirsother clitics and also
with other free forms. For example the wosd“S kitabuhum has only one
morphological reading (meaningpeir booR, but after tokenizations@<Us

there are three different readings, as the secokeht2 can either be a clitic
genitive pronoun (the intended reading) or a freenpun meaninghey (the

overall meaning isa book, they or a noun meaningvorry (forming the

compoundoook of worry.

This problem is solved by inserting a mark thatcpoes enclitics and follows
proclitics to distinguish them from each other alas from free forms (Ron
M. Kaplan and Martin Forst, personal communicatjo@xford, UK, 20
September 2006). The mark we choose is the Ardbigation short line called
kashidawhich is originally used for graphical decoratigarposes and looks
natural with most clitics. To illustrate the usagdwo-word string (44a) will be
rendered withoukashida as in (44b), and a single-word string that castai
clitics (45a) will be rendered with a distinctiv@shida before the enclitic
pronoun as in (45b). This indicates that the pronisuattached to the preceding
word and not standing alone.

(44) a.pa Qs

kitabu hum/hammin
‘book of worry/a book, they’

b. @S
(45) a. aels
kitabu-hum
‘their book’
b. se-@2lS
This implementation will also resolve a similar aguity, that is ambiguity

arising between proclitics and enclitics. The pitaxclpreposition< ka ‘as’
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always occurs initially. There is a homographicliieccaccusative pronou#! ka
‘you’ that always occurs in the final position. $hcan create ambiguity in
instances such as the made-up sentence in (46a)séiitence has the initial
tokenization of (46b) without kashida and therefore the central token becomes
ambiguous as it can now be attached either to tbeeding or following word
leading either to the readings in (46a) or (460 Kashidaplacement, however,
resolves this ambiguity as in (46d). Thashidais added after the token,
indicating that it is attached to the following waand now only the reading in
(46a) is possible.
(46) a. 1Y\ b
"a‘taitu ka-l-"amir
‘| gave like the prince’
b. Y@@k |
C_),.,\A‘Y\ dfx;das\

"a‘taitu-ka al-"amir
‘| gave you the prince’

d. »Y@S@skel

3.3.3 Handling Real Ambiguities

Some tokenization readings are genuine, yet higtitgquent and undesired in
real-life data. These undesired readings creataamuambiguities, as they are
confused with more common and more acceptable foffos example the
Arabic preposition=: ba'd ‘after’ has a possible remote reading if splibitivo
tokensa=(@-, which is made of two elementsbi ‘with’ and 2= ‘add ‘counting’,
meaning ‘by counting’. Similarlys: baina ‘between’ has the possible remote
readingc:@-, which is made of two tokens as wellbi ‘with’ and ¢z yin “Yen’,

meaning ‘by a Yen'.

The same problem occurs with MWEs. The optimal hagdof MWEsS is to
treat them as single tokens and leave internal espamtact. Yet a
nondeterministic tokenizer allows MWEs to be anadlysompositionally as
individual words. So the MWK s»3ll Jla hazr at-tagawwul ‘curfew’ has two
analyses, as in (47), although the compositioradirg in (47b) is undesired.

(47) a.@J >3 s hazr at-tagawwul ‘curfew’
b.dsill@ ks

hazr ‘forbidding’ @ at-tagawwul ‘walking’
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The solution to this problem is to mark the undmsireadings. This is
implemented by developing a filter, or a finitetst&ransducer that contains all
possible undesired tokenization possibilities ataiches the “+undesired” tag to

each one of them.

Undesired tokens, such a&- and==(@-, explained above, can be included in a
custom list in the token filter. As for MWEs, theken filter imports a list from
the MWE transducer and replaces the spaces witholten delimiter ‘@’ to
denote the undesired tokenization solutions. Tlerdilter then matches the
lists against the output of the tokenizer. If thipait contains a matching string a
mark is added. Notice how (48b) is marked with“thendesired” tag.

(48) a.Jsxd) Lhs@ [hazr at-tagawwul ‘curfew’]

b. Jssill@_ks+undesired
This transducer or filter is composed on top of ¢bee tokenizer. The overall
design of the tokenizer and its interaction withestfinite state components is
shown in Figure 10. We need to note that the ta@enin its interaction with the
morphological transducer and the MWE transducegsdoot seek morpho-

syntactic information, but it queries for lists goaissible combinations.

White Space
Maormalizer
Morphological
Transducer
\-\_\“ﬂ Takenizer
MWE Transducer
\ Toleen Filter

Figure 10. Design of the Arabic Tokenizer

We conclude that tokenization is a process thatlasely connected to and
dependent on morphological analysis. In our resesre show how different
models of tokenization are implemented at differenels of linguistic depth.
We also explain how the tokenizer interacts witheotcomponents, and how it
resolves complexity and filters ambiguity. By appty token filters we gain

control over the tokenization output.
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4 Handling Multiword Expressions

Multiword expressions (MWES) are so pervasive ihlahguages that they
cannot be ignored in any plausible linguistic asslyWhen neglected, MWEs
put great hurdles in the way of syntactic parsinggchine translation and
information retrieval systems. On the other handhenv they are properly
accommodated, syntactic ambiguity and parse tinge raduced, and more
importantly, a degree of certitude is given to siyatactic analysis, as well as to
machine translation output. MWEs vary in syntactategory, structure, the
degree of semantic opaqueness, the ability of anenare constituents to
undergo inflection and processes such as passonzand the possibility of

having intervening elements. Therefore, there isstraight-forward way of

dealing with them. This research shows how some M\6dh be dealt with in as
early stage as the tokenization, while others ecegnized only by the syntactic

parser.

There was previously a tendency to ignore MWEsdnguistic analysis due to
their idiosyncrasy. However, it is now recognizéttt MWEs have a high
frequency in day-to-day interactions (Venkatapa204), that they are in the
same order of magnitude as the speaker’s lexicosingle words, that they
account for 41% of the entries in WordNet 1.7 (f&lim, 1998, Sag et al.,
2002), that phrasal verbs account for “about onied tbf the English verb
vocabulary” (Li et al., 2003), and that technicahwhins rely heavily on them.
This makes it imperative to handle MWEs if we waotmake large-scale,
linguistically-motivated, and precise processinghaf language.

MWESs constitute serious pitfalls for machine tratisih systems and human
translators as well (Volk, 1998). When they ar@stated compositionally, they
give textbook examples of highly intolerable, bliawad literal translation. It also
underestimates the problem to assume that it agerns translation, and that
it should be handled during higher phases of psingssuch as transfer. In fact
MWEs require deep analysis that starts as earlyhasnormalization and

tokenization, and goes through morphological amalgsd into the syntactic

rules. The focus of this section is to explain HdWEs can be accommodated
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in each step in the preprocessing and the progessages. The advantages of
handling MWEs in the pre-processing stage are neatalify of translation,
avoidance of needless analysis of idiosyncratiecsires, reduction of parsing
ambiguity, and reduction of parse time (Brun, 199Bj)is is why there are
growing calls to construct MWE dictionaries (Guergh and Blanco, 2004),
lexicons (Calzolari et al., 2002), and phrasetss(sé phrases) (Bentivogli and
Pianta, 2003).

We show how several devices can be applied to baNWEs properly at
several stages of processing. All the solutionsagmdied to Arabic; yet, most of

the solutions are general and are applicable terddéimguages as well.

This chapter is an enhanced and updated versionmwyf paper titled
“Accommodating Multiword Expressions in an Arabi€& Grammar” (Attia,
2006b).

4.1 Definition

MWEs encompass a wide range of linguistically edaphenomena that share
the criterion of being composed of two words or epowhether adjacent or
separate. MWEs have been defined as “idiosyncmatérpretations that cross
word boundaries (or spaces)” (Sag et al., 2002anMMWE, the structure and
the semantics of the expression are dependanteophitase as a whole, and not
on its individual components (Venkatapathy, 200MYVES cover expressions
that are traditionally classified as idioms (edpwn the drai, prepositional
verbs (e.grely on), verbs with particles (e.give up, compound nouns (e.qg.

book coverand collocations (e.glo a favouy.

The termmultiword itself has been challenged as “vague” (Alegrialet2004)
if you follow the conventional definition of a woab a string of letters between
two delimiters (spaces, tabs, punctuation marks).ethere are languages that
do not use spaces between words, such as Japar@&s@pound nouns in
German are written without spaces. Arabic has aigrof clitics (pronouns,
prepositions, definite article, etc.) that typigakittach themselves to other

words. Therefore, we need either to change the mewitiword to multitoken or
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more conveniently redefineord in this context to mean tokens that convey
grammatical functions that can either be separayespaces or attached to other

words.

Although there is not a clear-cut definition witthieh we can decide what
expressions can be considered MWEs, there is afsaiteria (adapted from
(Baldwin, 2004, Calzolari et al., 2002, Guenthned 8lanco, 2004)) when one
or more of which applies, the expression can sdfelgonsidered as an MWE.

1. Lexogrammatical fixedness. The expression has ciee rigid or frozen
state. This fixedness can be identified through wmlbver of tests.
Components of the expression must be immune ttotlosving operations:

a. Substitutability. The wordnanyin (49) cannot be substituted with its

synonymseveral

(49) many thanks -> * several thanks

b. Deletion. The adjective in (50) cannot be deleted.

(50) black hole -> * the hole

c. Category transformation. The adjective in (51) cdrbe changed to a

noun.

(51) black hole -> * the blackness of the hole

d. Permutation. A noun-noun compound can usually beressed by a
noun-preposition-noun as in (52), but not in theecaf MWESs as in (53)
and (54).

(52) the hospital staff -> the staff of the hospital
(53) life guard -> * the guard of life
(54) kiss of life -> * life kiss

2. Semantic non-compositionality. The meaning of theression is not

derived from the meaning of the component parts.

(55) kick the bucket die

3. Syntactic irregularity. The expression exhibitdracure that is inexplicable

by regular grammatical rules.
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(56) long time, no see
(57) by and large

4. Single-word paraphrasability. The expression canpheaphrased by a

single word.

(58) give up = abandon

5. Translatability into a single word or when theiartslation differs from a
word to word translation (Brun, 1998). In variousojpcts a corpus of
translated texts is used to judge or detect MWHEsHt(& al., 1999b, Nerima
et al., 2003, Smadja et al., 1996). Sometimes kngoal analysis may be
confused about whether an expression is a regatabimation of words or

an MWE. Translation usually helps to show expressia perspective.

(59) looking glass =5.~ mir'ah (Arabic)

4.2 Classification of Multiword Expressions

In order for an expression to be classified as &dBviit must show a degree of
semantic non-compositionality and/or a degree afpmo-syntactic inflexibility.
MWEs are classified with regard to their semantmmpositionality into
lexicalized and institutionalized expressions. Mwex, they are classified with
regard to their flexibility into fixed, semi-fixecdand syntactically flexible

expressions (adapted from (Sag et al., 2002)).

4.2.1 Compositional vs. Non-Compositional MWES

Semantic compositionality, sometimes termed decaapitty, is “a means of
describing how the overall sense of a given idismeiated to its parts” (Sag et
al., 2002). An example of non-compositionalityhe expressiokick the bucket
where the meaning ‘die’ has no relation to any wordhe expression. An
example of compositional expressions is the comgawunbook coverwhere
the meaning is directly related to the componemntsp&nfortunately, it can be
very elusive to decide whether an expression ispamitional or not. Most of the

time “one cannot really make a binary distinctiogtviieen compositional and
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non-compositional MWEs” (Venkatapathy, 2004). IrctfaMWES occupy a
continuum in a large scale. At one end of the stiadee are those expressions
that are highly opaque and non-compositional. Heeemeaning is not traceable
to any of the component parts, suctkak the bucketin the middle of the scale
there are those where one or more words are used idiosyncratic sense, or
use “semantics unavailable outside the MWE” (Baidwt al., 2003), such as
spill the beansAt the other end of the scale there are those areohighly
compositional, such dmok covertraffic lights, health crisisandparty meeting

Non-compositional expressions, or, more accuragtpressions that show any
degree of non-compositionality, are termledicalized and are automatically
eligible to be considered as MWEs. However, in préte compositional
expressions to be included in an MWE lexicon, thegd to be conventionalized
or institutionalized This means that these expressions have comecto au
frequent use that they block the use of other symsnand near synonyms
(Nerima et al., 2003). When words co-occur in digtaally meaningful way
like this they are calledollocations Relying on this criterion, expressions such
asbook coverandtraffic lights can be safely added to an MWE lexicon, while

health crisisandparty meetingcannot.

Collocations also include frozen modifiers (Guemthand Blanco, 2004T.here
are two forms of frozen modifiers. Sometimes a nisusystematically modified
by an adjective or adverb that indicates “intenstyti-intensity, praise and anti-
praise” (Guenthner and Blanco, 2004). Examplesbark weatherheavy rain
bitter cold andscorching heatThe second form of frozen modifiers is the set of
modifiers whose use in the language has died ocgpgxwith specified nouns.
These modifiers are morphologically rigid and these is extremely restricted.
Examples from Arabic are:
(60) elsmics

harbun Sa‘wa’un

war large-scale
‘large-scale war’

(61) s racs
harbun dartsun
war  exhausting
‘exhausting war’
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(62) oo o

zalamun damisun

darkness gloomy

‘gloomy darkness’
Nowhere in Modern Standard Arabic can we find tligectives sa'wa’un,
darGsun anddamisun except as modifiers for the nouns specified. Bhengender

and number varieties of the adjectives are nevenl os heard.

4.2.2 Flexible vs. Inflexible MWESs

With regard to syntactic and morphological flexiyil MWESs are classified into
three types: fixed, semi-fixed and syntacticalgxible (Baldwin, 2004, Oflazer
et al., 2004, Sag et al., 2002).

4.2.2.1Fixed Expressions
These expressions are lexically, syntactically amokphologically rigid. An

expression of this type acts just like a single dvtinat happens to contain
spaces, such ds«sY (il ad-darq al-'awsat ‘the Middle East'and aa! <y bait
lahim ‘Bethlehem’. Some expressions are frozen at tlrel lef the sentence,
sometimes termed “frozen texts” (Guenthner and &a2004). These include
proverbs such aBuy cheap, buy twicandA bird in hand is worth two in the
bush and pragmatically fixed expressions such G@od morningand We

haven't got all day

4.2.2.2Semi-Fixed Expressions
These expressions undergo morphological and lexiagahtions, but still the

expression components are adjacent. They can bénenereordered nor

separated by external elements.

The variations that can affect semi-fixed expressioclude:
1.Morphological variations that express person, numtemse, gender, etc.

Examples are:
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(63) a.  Allam sy
fatratah 'intigaliyyah
period.sg.fem translational.sg.fem
‘transitional period’

b, ol g b
fatratan "intigaliyyatan
period.dual.fem translational.dual.fem
‘two transitional periods’
2.Lexical variations. This includes the case whenoaitn is filled by a
choice from the set of reflexive pronouns (@upstrate himself/hersg|f
or when one word can be replaced by another {e.gweep something

under the carpet/rug

(64) Aardl/a V) sela/ans e
‘ala waghi/zahri al-'ardi/al-basitati
on face/back the-earth/the-land (on the fadb®karth)

4.2.2.3Syntactically Flexible Expressions
These are the expression that can either undergodemng, such as

passivization (e.ghe cat was let out of the bagr allow external elements to
intervene between the components such as (65byewhe adjacency of the
MWE is disrupted.

(65) a.dbdal
darragah nariyyah
bike fiery
‘motorbike’

b. ALl Al da) 5o
darragat al-walad an-nariyyah
bike the-boy the-fiery
‘the boy’s motorbike’

4.3 Collecting Multiword Expressions

Although many monolingual and bilingual electrordectionaries of single
entries have been made available for differentdaggs, few such lexicons have
been constructed for MWEs. Hence comes the needetatify and collect
MWEs before starting to process the text. Many quty have dealt with the
automatic extraction of MWEs ( Agarwal et al., 2084itt et al., 1999b, Deane,
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2005, Nerima et al., 2003, Smadja et al., 199anftexts. In order be able to
conduct automatic extraction you need to work withumber of tools such as a

tagger, parser, and a corpus of translated texts.

In our project some MWESs are collected manuallye Tést are extracted semi-
automatically from the Arabic corpus using a codeoice tool. A list of terms
that frequently occur as part of an MWE is builhe§e terms are then tracked in
a concordance and the output is sorted and filtdfedexample, some words are
frequently found in a compound name, suchwas«s Jumhariyyah ‘republic’,
which helped gather 54 expressions,~ hizb ‘party’ helped gather 258
expressiongi«hic munazzamah ‘organization’ helped gather 163 expressions, and
w+lae maglis ‘council’ helped gather 124 expressions.

(66) Anall paedy)seas
gumhriyyatu misra al-"arabiyyah
republic Egypt the-Arab
‘The Arab Republic of Egypt’

(67) ¥ Caliall dddaia
munazzamatu as-salibi  al-'ahmar
organization the-cross the-red
‘Red Cross Organization’

(68) >all Gladll (plaa

maglisu at-ta‘awuni al-haligiyy

council the-cooperation the-gulf

‘Gulf Cooperation Council’
Some proper names in Arabic are composed of twis,gée first is the words
(‘abd [lit. servant]) preceding one word from a fixed sé “divine attributes”

This helped in collecting 90 compound names.

(69) Gea M ae

‘abdu ar-rahman

Abd al-Rahman (lit. Servant of the Merciful)
Adverbs of manner in Arabic are generally formedalging an adjective after
the expressions such &§_k: bi-tarigatin ‘in a way’, which helped in collecting

95 adverbs, andsi bi-aklin ‘in a form’ helped in collecting 259 expressions.
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(70) Apsle a4 )k,
bi-tarigatin ganiniyyah
in-way legal
‘legally’

(71) Sl dsi

bi-Saklin niha’iyy

in-form final

‘finally’
Kin terms, such as- ’ibn ‘son-of’ and s abi ‘father-of’, also form compound
proper nouns. The kin termsi abi ‘father-of helped in collecting 291

compound names.

(72) o) s
‘abl mazin
‘Abu Mazen’

(73) oY

bin ladin

‘Bin Laden’
In some instances it might seem that a grammatibalcan be written to build a
compound noun or proper noun so that generaliteas loe captured. The
consequence, however, is that ambiguities will et avoided. Another
advantage of making this list is that the correqiiealent in a target language

can easily be provided for translation.

4.4 Handling MWESs

In this section we show how an MWE transducer it lbo complement the
morphological transducer, and how the MWE transducteracts with other
preprocessing components. We also show how thengaans responsible for

detecting and interpreting syntactically flexibkgpeessions.

4.4.1 Building the MWE Transducer

A specialized two-sided transducer is build for MSMISing a finite state regular
expression (Beesley and Karttunen, 2003) to prowdeect analysis on the
lexical side (upper side) and correct generatiothensurface side (lower side).

This transducer covers two types of MWEs: fixed aedi-fixed expressions,
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leaving syntactically-flexible expressions to bendled by the grammar. This
entails that the MWE transducer will not handlebgeat all (in the case of
Arabic), and will not handle nouns that allow ertdrelements to intervene. In
order for the transducer to account for the morpiichl flexibility of some

components, it consults the core morphologicalsiacer (Attia, 2005, Attia,
2006a) to get all available forms of words. We nsiwow how the MWE is
enabled to search through the core morphologicahsttucer. First the

morphological transducer is loaded and put in énédfvariable:

(74) load ArabicTransducer.fst
define AllWords

For the word_2)s wazir ‘minister’, the transducer has the following upperd

lower structures (finite state terminology for im@und output).

(75) Anoun [»)s (wazir ‘minister’)]+masc+sg
23 (wazir ‘minister’)

In order to get all different forms of the word (niber and gender variations) we

compose the following rule above the finite stagenork (or transducer):

(76)  $[2* "[" { 235} 'T" ?*] .0. AllWords

The sign “$”, in finite state notation, means opths that contain the specified
string, and “?*” is a regular expression that meamg string of any length. This

gives us all surface forms that contain the wasteth.

4.4.1.1Arabic Multiword Nouns
Fixed compound nouns are entered in the lexicom lest of words with spaces.

Example (77) shows how the compound nauy¥' Lés hifz al-'amn ‘peace

keeping’ is coded in a finite state regular expmss

(77)  [+noun" "+masc" "+def"]:fis} sp {0aY1}

The string “sp” here indicates a separator or spmte/een the two words, so
that each word can be identified in case thereeedrnto access it. Compound
proper names, including names of persons, placdsogganizations, are also

treated in the same way.
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Semi-fixed compound nouns that undergo limited rholpgical/lexical
variations are also entered in the lexicon with viaeiations explicitly stated.
Example (78) shows the expressigh~ ¢ » naz' silah ‘lit. removing a weapon:
disarming’ which can have a variation by prefixiagdefinite article to the

second compound.

(78)  ["+noun" "+masc"]:§ 5} sp ("+def:{J}) {>w}

The regular expression in (79) shows an instancéexital variation. The
expressione =2 mudda‘a ‘alaih ‘defendant’, lit. ‘the charged against him’,
can have a selection from a fixed set of third @erpronouns to indicate the

number and gender of the noun.

(79)  ["+noun’]:0 ("+def":{J1}) { =24} sp { =}
[*+sg” “+masc”e | “+sg” “+tfem”:{la} | “+dual”:{ L}
| “+pl” “+mascs£} | “+pl” “+fem”:{ c»}]
As for semi-fixed compound nouns that undergo fudrphological variations, a
morphological transducer is consulted to get atigdae variations.

First we need to explain how Arabic compound noares formed and what
morphological variations they may have. They amegally formed according to
the re-write rule in (80):

(80) NP[_Compound] -> [N N* A*] & ~N

This means that a compound noun can be formednowa optionally followed
by one or more nouns optionally followed by onernoore adjectives. The
condition “&~N" is to disallow the possibility of aompound noun being
composed of a single noun. In an N_N constructiba,first noun is inflected
for number and gender, while the second is infebéte definiteness. When the
compound noun is indefinite there is no articlaeted anywhere, but when it is
definite, the definite article)) al ‘the’ is attached only to the last noun in the
structure. The regular expression in (81) shows tmvcompoundas sl 5 )5

wazir al-barigiyyah ‘foreign minister’ is formatted:
(81)  $[?*"[" { s "T" ?*] .0. AllWords sp ("+def":{J}) { s}
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In an N_A structure the noun and adjective are hofllected for number and
gender and can take the definite article. The segeMpression in (82) shows the
format of the expressiofsais 5 )l sayyarah mufahbabah ‘lit. trapping car: car

bomb’.

(82)  $[?* "[" {5k} "]" ?2*] .0. AllWords sp $[?* "[" {&3a} "]" ?2*] .0. AllWords

This regular expression, however, is prone to amegate allowing for a
masculine adjective to modify a feminine noun imtcadiction to agreement
rules. This is why paths need to be filtered byetadf combinatorial rules (or
local grammars). The rules in (83) discard from leéwork paths that contain

conflicting features:

(83) ~$['+dual" <> ["+sg" | "+pl"] /?*]
0. ~$["+fem" <> "+masc" /?*]
The expression “~$” means ‘does not contain’, “<sleans ‘order is not

important’ and “/?*’ means ‘ignore noise from amgdarvening strings’.

After the words are combined correctly, they nemdbe analyzed correctly as
well. First we do not want features to be repeateithe upper language. In the
example (84a), the nousayyarah ‘car’ is analyzed as ‘+fem+sg’, the adjective
mufabbabah ‘trapping’ repeats the same features ‘+fem+sgcafd we do not

want features to be contradictory. The first wagdanalyzed as ‘+noun’ while

the second is analyzed as ‘+adj’. This is showthigyrepresentation in (84b).

(84) a.dsdias sl
sayyarah mufahhabah
car.noun.fem.sg trapping.adj.fem.sg (bomb car)

b. +noun+fem+sg)s  +adj+fem+sgiiia
BJL:\_L& IR

Therefore, we need to remove all redundant feativoes non-head components,
and the rules in (85) serve this purpose.
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(85)  "+sg"->[]|[sp ?* _

0. "+Hfem" ->[] || sp ?* _

0. "+adj" ->[] || sp ?* _

.0. "+noun" ->[] || sp ?* _
When these rules are applied to the upper languagee transducer, they
remove all specified features from non-initial werteaving features unique and

consistent.

(86)+noun+fem+siglw [sayyarah ‘car’] 43ii [mufahhahah ‘trapping’]
5w [sayyarah ‘car’] 4aiis [mufabbabah ‘trapping’]

Special attention, however, is given to cases wiserae features are drawn
from the non-initial nouns like definiteness in Y8bove and the features of
number and gender in (79).

4.4.1.2Adjectives, Adverbs and Others
Adjectives are treated to a great extent like sixed expressions, as they can

undergo morphological variations, as in (87).

(87) a. Lkl juad
gasir an-nazar
short.masc.sg the-sight
‘short-sighted’

b. ).E.'d\ Q\M
gasirat an-nazar
short.fem.pl the-sight
‘short-sighted’

Some adverbs have regular forms and can be e#adlyifted and detected. They
are usually composed of a preposition, noun andodifging adjective. The
preposition and the noun are relatively fixed white adjective changes to
convey the meaning of the adverb. Examples arengivé38).
(88) a.gx> I8

bi-Saklin gadri

in-form fundamental
‘fundamentally’

b A e iy b
bi-tarigatin ‘aswa’iyyah
in-way random
‘randomly’
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Some MWEs, however, are less easily classifiedyThelude expressions that

function as linking words:

(89) 1w A
wa-'ala hada
and-on this
‘whereupon’

They also include a list of highly repetitive com@ phrases:

(90) O S laas
wa-mi-mma yudkaru ‘anna
and-from-what mention.pass that
‘It is mentioned that’

4.4.1.30ne String MWE
Some multiword expressions in Arabic are compodedaosds with clitics with

no visible spaces in between. They look like singteds but if they are to be
treated by the morphological analyzer alone theyll e analyzed

compositionally and lose their meaning. Examples ar

(91) a. Julb
bi-t-tal
Meaning:consequently
Compositional meaningvith the following

b.<llas
kadalika
Meaning:also
Compositional meaningas that

4.4.2 Interaction with the Tokenizer

The function of a tokenizer is to split a runniegttinto tokens, so that they can
be fed into a morphological transducer for progessihe tokenizer is normally

responsible for demarcating words, clitics, ablawd forms, acronyms, and
punctuation marks. The output of the tokenizer texd with a mark after each

token; ‘@’ sign in XLE case. Besides, the tokenizeresponsible for treating

MWEs in a special way. They should be treated rgleitokens with the inner

spaces preserved.
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One way to allow the tokenizer to handle MWEs ietobed the MWES in the
Tokenizer (Beesley and Karttunen, 2003). Yet aebetpproach, described by
Karttunen et al. (1996), is to develop one or savewltiword transducers or
“staplers” that are composed on the tokenizer. Wieexplain here how this is
implemented in our solution, where the list of MWIssextracted from the
MWE transducer and composed on the tokenizer. letk at the composition

regular expression:

(92) 1 singleTokens.i
2 .0.?2*0"[[[" (MweTokens.l) 0:"]]]" ?*
3 .0."@"->""||"[[l" [Alphabet* | "®@] _

4 0. "["->1].0."II" ->[II.i;

Single words separated by the ‘@’ sign are defineithe variablesingleTokens
and the MWE transducer is definedMweTokensIn the MWE transducer all
spaces in the lower language are replaced by “@hathe lower language can
be matched againsingleTokensIn line 1 thesingleTokenss inverted (the
upper language is shifted down) by the operatdrstithat composition goes on
the side that contains the relevant strings. FroenMWE transducer we take
only the lower language (or the surface form) bg tperator “I” in line 2.
Single words are searched and if they contain akyBd, the expressions will
(optionally) be enclosed by three brackets on eside. Line 3 replaces all “@”
signs with spaces inside MWEs only. The two contpwss in line 4 remove the
intermediary brackets.

Let's now show this with a working example. For tphhrase in (93), the
tokenizer first gives the output in (94). Then aftee MWEs are composed with
the tokenizer, we obtain the result in (95) wite MWE identified as a single
token.
(93) il sl

wa-li-wazir barigiyyati-ha

and-to-minister foreign-its
‘and to its foreign minister’

(94) @L@3= 2@ 2)s5@d@s
(approx. and@to@foreign@minister@its@)

(95) L@ ) L s@J@.s
(approx. and@to@foreign minister@its@)
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4.4.3 Interaction with the White Space Normalizer

Spaces are a crucial element in identifying MWEst ¥ real-life data, which is
prone to errors, spaces may not be regularly andisiently used as expected.
There may be two or more spaces, or even tabsaithsbf a single space.
Moreover, spaces might be added before or aftectpation marks in the wrong
manner. The function of the white space normalzéo go through real-life text
and, if they contain mistakes related to the distiton of white spaces, correct

(or normalize) these errors, as shown in se@i@m.

4.4.4 Interaction with the Grammar

As for fixed and semi-fixed MWESs that are identfiboth by the tokenizer and
the morphological analyzer, they are representegeiical Functional Grammar
(LFG) as a single word.
(96) a. (Y i 2 i

gunad  hifzi al-'amn

soldiers keeping the-peace
‘peace keeping soldiers’

b. C-Structure

NP
/\
| )
Jgia Y dada
soldiers peace keeping

Figure 11. C-structure of an MWE NP

c. F-Structure

PRED 2sa[soldiers]'
MOD |PRED ¢«Y! Lkis[peace keeping]'

DEF +, GEND masc, NUM sg, PERYH 3
DEF +, GEND masc, NUM pl, PERS 3

Figure 12. F-structure of an MWE NP

When MWEs are syntactically flexible, by eitheroaling reordering such as
passivization or allowing intervening elements sashphrasal verbs, they are
handled by the syntactic parser. As passivizatiorArabic is not made by

configurational restructuring of the sentence, lbather by morphological
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inflection of verbs, we can say that Arabic shows/@ne instance of syntactic

flexibility in MWESs, that is allowing interveninglements.

Syntactically flexible MWEs are handled throughid¢ek rules where one word
selects another word or preposition, and that veordemantic value is
determined by the selected element. We will show tios is accommodated in

LFG in two examples: adjective noun constructioms prepositional verbs.

When a noun is modified by an adjective it usuallpws for genitive nouns or
pronouns to come in between, even if the express®nhighly non-

compositional, as shown by the examples in (97):

(97) a. 4 b asl
darragah nariyyah
bike fiery
‘motorbike’

B, Al uacall a1 gl dal o
hadihi darragatu al-waladi as-sagiri  an-nariyyati
this bike the-boy the-young the-fiery
‘This is the young boy’s motorbike.’

c. C-Structure of the NP in sentence (97b)

NP
N NP AP
N AP D DA
3@\)3 | /\ |
bike Jd A5 D ADJ J 4k
the boy | | the fiery
the young

Figure 13. C-structure of an MWE NP

d. F-Structure of the NP in senter{€b)

PRED 4s/_[bike]'

MOD  [[PRED ' gboy]'
DEF +, GEND masc, NUM sg, PERS
ADJUNCT |:[PRED)'='5-4 [young]'

)

DEF +, GEND masc,

NUM sg, PERS 3 ]

DEF +, GEND masc, NUM sg, PERS]

ADJUNCI[[PRED od[fiery]' i

DEF +, GEND fem, NUM sg, PER{ B

DEF +, GEND fem, NUM sg, PERS 3, -
TRANS motorbike

W

Figure 14. F-structure of an MWE NP
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This is done by allowing the lexical entry of theun to select its modifier, as
shown by the following lexical rule:
(98) asl:[bike] N {(* PRED=4>/_: [bike]'
(" ADJUNCT PRED)=cg_t [fiery]' (* TRANS)=motorbike
| (" PRED="bike' (* ADJUNCT PRED)~z_t [fiery]' (* TRANS)=bike}.
This means that the translation, or the semantiageyeof the noun changes
according to the value of the adjunct, or the agjatmodifier.

Prepositional verbs in Arabic allow for subjectitbervene between verb and
object. This is why they need to be handled insyrgax.

(99) a. cll e Al asic)
'i'tamada al-waladu ‘ala al-binti
relied the-boy on the-girl
‘The boy relied on the girl.’

b. C-Structure

S
V NP PPCase
/\ P
D N P NP
relied J AP se D N
the boy on | |
Jd it
the girl

Figure 15. C-structure of an MWE NP

c. F-Structure
PRED el[rely]<(* SUBJ)(* OBJ)'
SUBJ [PREDs[boy]'
SPEC [DET [DET-TYPE def]]
| DEF +, GEND masc, NUM sg, PER
OBJ [ PREDB={girl]'
SPEC [DET [DET-TYPE def]]
DEF +, GEND fem, NUM sg, PERS B,
| PFORM!=[on] ]

Figure 16. F-structure of an MWE NP

In the c-structure the prepositional verb looke l& verb followed by a PP. In
the f-structure, however, the PP functions as theab of the verb. The semantic

value, or PRED, of the preposition is removed. preposition functions only as
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a case assigner and a feature marker to the magectplbut it does not

subcategorize for an object itself, as shown {10

(100) = [on] P (» PFORM)zl [on] (* PCASE)=gen.

The lexical entry of the verb (101) states that ¥ieeb subcategorizes for an
object with a certain value for the PFORM featurhis means that the object

must be preceded by a specified preposition.

(101) 2aiclrely] V (" PRED)=<=! [rely]<(™ SUBJ)

(" OBJ)>' (* OBJ PFORM)=g\= [on].
We conclude that in order to accommodate MWEs tl®eneo alternative to
integrating them in the processing and preprocgsstages. MWEs are too
significant to ignore in any viable linguistic apsis. When MWESs are properly
dealt with, they reduce parse ambiguities and gvaoticeable degree of

certitude to the analysis and machine translatigpud.
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5 Arabic Sentence Structure in LFG

In this chapter we try to formulate a descriptidmmin syntactic structures in
Arabic within the LFG framework. The challenge lgtt a complete description
of Arabic is not yet available, let alone in thendon of LFG. Therefore, in

some instances we provide solutions, while in oihstances we pose open

guestions that need further research and investigat

We start this chapter with an account of the mduaracteristics of the Arabic
language. Then we move on to describe the mainsalaarchitecture and
sentence types in Arabic, and how they can be atedufor in LFG. In the
subsequent section we investigate agreement inidrabd show how Arabic is
a language with alternate agreement and how agreesdest accounted for
within the phrase structure rules. Then we expfaretional control and long-
distance dependencies in Arabic, and show how aggee and resumptive
pronouns are used to mark the relation betweepdbkgion of the filler and the
position of the gap. Finally we provide a detaiiedestigation of the approaches
to analysing copula constructions in LFG and arfprethe need of a unified

representation of the universal predicational aoicsbn.

5.1 About Arabic

Arabic exhibits many subtleties and complexitiebdfabi, 2000, Daimi, 2001,
Fehri, 1993) which pose no little challenge to tedical as well as
computational linguistics. This is a list of sonfetlze major issues involved in
Arabic:

1. Arabic is syntactically flexible. It has a relatiyefree word order: the
orders SVO, VSO, VOS are all acceptable sententetgtes. Daimi
(2001) also emphasised that Arabic shows a highasioal flexibility,
such as the omission of some arguments associaitéd verbs, the
sharpness of pronominalization phenomena whergithieouns usually
indicate the original positions of words beforeittieonting or omission
(as in the case of pro-drop and resumptive pronoamsl in many cases

an agent noun can function in place of a verb.
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2. Beside the regular sentence structure of verbestibind object, Arabic
has an equational sentence structure of a subjgas@ and a predicate
phrase, without a verb or copula.

3. Arabic is a highly inflectional language, the matteat makes Arabic
morphological analysis complicated. Arabic worde huilt from roots
rather than stems. The morphological complexity amdbiguity directly
influences the level of syntactic ambiguity.

4. Arabic writing involves diacritization, which is rigely ignored in
modern texts, the matter that makes morphologioalyais yet more
difficult. Chalabi (2000) even claims that the atxseof diacritization in
Arabic poses a computational complexity “one omfeamagnitude bigger
than handling Latin-based language counterpartsh bur
implementation, the loss of diacritics in Arabic treated as spelling
ambiguity, i.e. words with the same spelling bufedlent pronunciations
and different meanings. This phenomenon is preseother language
with a greater or lesser magnitude. English hasmited number of
homographs (e.gwound bassor wind), but still English has a lexical
ambiguity problem with a comparable impact. MacDdret al. (1994)
claimed that almost all words in the English lexicexhibit a nonzero
degree of ambiguity of one sort or the other.

5. Arabic is a clitic language. Clitics are morphertiest have the syntactic
characteristics of a word but are morphologicalbhytd to other words
(Crystal, 1980). In Arabic, many coordinating comgtions, the definite
article, many prepositions and particles, and asclaf pronouns are all
clitics that attach themselves either to the stairend of words. So
complete sentences can be composed of what sedmsat@ingle word.
For example the one word sentence in (102a) cantaincomplete
syntactic structure as shown in (102b).

(102) a. i saishac |
"a‘taituminiha
b.’a"taitum a ni ha
gave.pl you.pl me it

‘You gave it to me.’
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6. Written Arabic is also characterised by the incstesit and irregular use
of punctuation marks. Punctuation marks have beénduced fairly
recently into the Arabic writing system, yet thag aot as essential to
meaning or as strictly observed as is the case Witblish. Arabic
writers shift between ideas using resumptive padiand subordinating
conjunctions instead of punctuation marks. In M8&8wever, due to the
influence of translation which, to some extentnsfars punctuation
marks from the source languages, and due to thdemey of modern
writers to use punctuation marks more consistedttgbic has come to
see more punctuation. In our corpus we found that period is a
convenient criterion for demarcating the sentermendary, as it is used
as expected most of the time. Yet, even in modeiting it is still hard
to rely on the period alone to demarcate the seat®oundary. In our
corpus of 209,949 sentences of news articles, 84s&htences (7%)
exceed 40 words in length. The longest sentenasheelal44 words. In
domains other than the news we even found thataihgest sentence
reached 803 words. By looking closely at theseesmets we found that
commas and resumptive particles are consistentbd usstead of
periods. In accounting for this fact, Daimi (200&jnarked that Arabic is
distinguished by its high context sensitivity witie desire to exhibit the
different synthetic coherence relations. He alsdedothat Arabic
sentences are usually embedded or connected byatops, exceptives
(particles that denote exception), resumptives agidersative particles.
This is why it is difficult to identify the end @n Arabic sentence.

7. Arabic is a pro-drop language. The subject in #h@ence can be omitted
leaving any syntactic parser with the challengedoide whether or not
there is an omitted pronoun in the subject position

8. There is no agreed upon and complete formal desmripf Arabic
available yet (Daimi, 2001). Many aspects of Aradmie not investigated
satisfactorily, such as topicalization, agreemeand long-distance
dependencies. There is even no agreement amongraleses on the

basic sentence structure in Arabic.
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5.2 Arabic Basic Sentence Structure

Arabic has intricate, complex and multi-facetedtagtic structures which led
researchers to propose differing representatibhse examples (103)—(106) are
instances of the basic clausal structures, yet motagreed representation.

(103) 48 e (el (Verbless copula sentence)
as-Samsu musrigatun
the-sun.sg.fem bright.sg.fem

‘The sun is bright.’

(104) wSdallligs (Copula sentence with an explicit copula verb)
kana ar-ragulu kariman
was the-man.sg.masc generous.sg.masc
‘The man was generous.’

(105) 4slall o g Jsi (VSO sentence)
"akala al-waladu at-tuffahata
ate the-boy.nom the-apple.acc
‘The boy ate the apple.’

(106) Aalall J<i ol (SVO sentence)
al-waladu "akala at-tuffahata
the-boy.nom ate the-apple.acc
‘The boy ate the apple.’

There is a long history of attempts to describe bfrasyntactic structures.
Wright (1896/2005) pointed out thatr@minal sentencaccording to the Arab
grammarians is one which begins with the subjedtetiver the predicate is
another noun, a prepositional phrase or a verlzligate. Averbal sentencen

the other hand is one which starts with a verb.

Cantarino (1974) divided the Arabic sentence intoominal sentence in which
only nominal elements are used as constituentsaamdrbal sentence which

includes a verb as a constituent.

Ryding (2005) and Buckley (2004) classified Arabantences into equational

(or verbless) sentences, and verbal sentence® (toosaining a verb).

In the transformational-generative traditions tleeus was on whether the
original word order in Arabic is VSO or SVO (Anshand Schreiber, 1968,

Fehri, 1993). Verbless sentences were also comsides derived constructions

92



(Fehri, 1993). However, within LFG we do not hawvecbncern ourselves with
this issue, as there are no assumptions about lyimgestructures. All we need
is to provide an adequate description for the westire and f-structure of all

possible sentence constructions.

Ditters (2001) based his description of the sergestcucture in MSA on the
distinction between nominal and verbal sentencasentraditional sense that a
verbal sentence is one which starts with a verblewsdhnominal sentence is one
which starts with a noun phrase (NP). If a sentestads with an NP, the initial
NP fulfils a topic function, while the comment fdion is fulfilled by another
NP, an adjective phrase (ADJP), adverb phrase (ADYRepositional phrase
(PP), or verb phrase (VP).

Badawi et al. (2004) divided the Arabic kernel seces into three types. The
first type is equational sentences, which condissubject and predicate only,
and contain no verbal copula or any other verbainehts. The second type is
verbal sentences, which consist of a verb, alwaywhe first position with the
agent usually in the second position and the otbenplements usually in the
third position. The third type is the topic—commestitucture. In this sort of
structure the topic is an NP in the initial positiand the comment is an entire
clause (either an equational or verbal sentencearmther topic—comment

sentence) anaphorically linked to the topic.

Many researchers, as shown above, considered aicgtiedal sentence
“equational” if no copula verb is used, and “vefbia copula verb is used. This
approach fails to properly account for the coputmstructions which are
composed of subject and predicate whether the aoubvert or non-overt.
Marshad and Suleiman (1991) avoided this pitfatl eonsidered that equational
sentences are those following the structure ofesitgand predicate, whether a
copula verb is contained or not, as the copula werthese constructions is

semantically vacuous.

It is quite peculiar that while traditional Aralggammarians agreed on a way to

classify sentences in their language, it is hariihh any sort of unanimity in the
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Western academia regarding the classification ofbfr clausal structures.
Ryding (2005) has successfully identified the seun€ this divergence in that
the criteria of the classification are differenttive Western enquiries from those
applied in the Arabic indigenous thought. She filsithat traditional Arabic
grammarians divide the sentences into nominal asmtbal depending on the
nature of the first word in the sentence. If thistfivord is a noun, the sentence is
nominal, and if it is a verb, the sentence is viefRgding goes on to explain that
in the West, however, researchers adopted a ditferterion: the “distinction
is based on whether or not the sentence contaieghd’ If the sentence contains

a verb, it is verbal, and if it does not contawvesb, it is equational.

We believe that both criteria are valid and bo#raquired for sound analysis of
the Arabic sentence. On the one hand we need tw km® constituent structure
of the sentence, and on the other hand we needdw kvhether the sentence
begins with a noun or a verb. Both criteria hawarthpplication in the grammar
writing. In our grammar we found that both viewe amdispensable. The first
view is useful in describing the sentence phragaalchical construction, i.e.
what elements are used in the composition of aeseat The second view is
useful in understanding sentential contextual camgs regarding what type of
sentence is allowed after complementizers and diseomarkers. For example,
a nominal sentence in the traditional sense (aemeatstarting with an NP) is
required after the affirmative) 'imma, the complementizeti 'anmna and the
subordinating conjunctionp! /akinna, while a verbal sentence in the traditional
sense (a sentence starting with a verb) is requifest the complementizey

an.

To avoid terminological confusion we will reserve ttermsnominalandverbal
for the traditional senses, and we introduce threndesquational and non-
equationalto describe the phrase structure. In our gramteardivision into
equational and non-equational constructions appeatise phrase structure as
nodes of the tree, while the division into verbadl mominal sentences appears in
the f-structure as a feature—value matrix, as mellexpounded in the following

subsections.
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Broadly speaking, we divide the sentences into tgua and non-equational.
The non-equational sentences are subdivided int®,V&/O, and VOS, and
they are verbal when the verb occurs initially a@inal when an NP occurs
initially. Equational sentences are copula consimas and they can be verbal if
a copula occurs in the initial position, otherwitlgey are nominal. Our
classification of Arabic sentences into equationahd non-equational
construction is useful in outlining the constituestructure of the Arabic
sentences, while the internal division into nomiaatl verbal clauses is crucial
in accounting for subordination and embedding. WIsibme complementizers

require nominal sentences, others require verlaésees.

5.2.1 Equational Sentences

An equational sentence consists of two parts: gestiphrase and a predicate
phrase. The subject is an NP and the predicatbeam NP, ADJP, ADVP, PP,
or Complement Phrase (CP), as shown in the exanffd§3—(112). The subject
is usually definite and the predicate is usuallyeiimite and it is the shift from
definiteness to indefiniteness that marks the ttiansfrom subject to predicate.
When the predicate is an adjective or a noun ittbasgree with the subject in

number and gender.

(107) 48 e (eedd) (ADJP predicate with fem subject)
as-Samsu musrigatun
the-sun.sg.fem bright.sg.fem

‘The sun is bright.’

(108) a S da (ADJP predicate with masc subject)
ar-ragulu karimun
the-man.sg.masc generous.sg.masc

‘The man is generous.’

(109) La sl (ADVP predicate)
al-kitabu huna
the-book here

‘The book is here.’

(110) b A (NP predicate)
"ab-1 tabibun
brother.sg.masc-my doctor.sg.masc
‘My brother is a doctor.’
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(111) A A dal (PP predicate)
ar-ragulu fi ad-dari
the-man in the-house
‘The man is in the house.’

(112) U ) gas cuall o daaall (CP predicate)

al-hagigatu 'anna al-harba tu’ddi 'ila al-halak

the-fact that the-warleads to destruction

‘The fact is that war leads to destruction.’
Moreover, the predicate phrase does not always bav®llow the subject
phrase. There are many (constrained) instancesevtherpredicate phrase can

be fronted, as in (113).

(113) Jda Al 4
fi ad-dari ragulun
in the-house man
‘In the house there is a man.’

In Arabic, a copula verb is not used when the seaes in the present tense.
However, the copula must be overtly expressedearptst and future tenses, and

in the present when the sentence is negated,(&444n—(116).

(114) W sdalligs
kana ar-ragulu kariman
was the-man.sg.masc generous.sg.masc
‘The man was generous.’

(115) 1oals ol ¢ oSos
sayakinu at-tagriru gahizan
will-be  the-report.sg.masc ready.sg.masc
‘The report will be ready.’

(116) LauS daLll Gl

laisa ar-ragulu kariman

iIs-not the-man.sg.masc generous.sg.masc

‘The man is not generous.’
In the generative framework Arabic verbless comalastructions are considered
as derived from constructions which contain a capfter the application of a
copula deletion rule (Marshad and Suleiman, 19@4i)hin the LFG paradigm,
where derivations and empty categories are notvallio the idea is expressed by
a special notation in the phrase structure whigumgs a non-overt copula, an

empty string of a category symbolized by(Dalrymple et al., 2004).
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As we explained in the introduction to this chaptee need two pieces of
information to account for the sentence structuréArabic. First we need to
know the constituent structure of the sentenceoi@keve need to know whether
the sentence is initiated by a noun or a verb. Wthencopula verb is overt it
usually takes the initial position in the sentenicewhich case the sentence
clausal type domp-typein our grammar notation) igerbal If it comes after the

subject, the sentence clausal typengsninal The phrase structure rules, with
functional annotations, expressing these factshierequational sentence in LFG

notation is stated in Figure 17.

e A

NP  Copula [ NP 3
(1 SUBJ)= 1= (+ PREDLINK)=1
(T Comp- AD\]P
Type)=nominal
< s (+ PREDLINK)=!
. € ADVP
S_Equational — < 1=1 > < (+ PREDLINK)=! >
(1 Comp- PP
\- Type)=nominal/ (1 PREDLINK)=!
Copula NP CP
1=l ¢ SUBJ)= \_ (1 PREDLINK)=1 )
\_(1 Comp-Type)=verbal J

Figure 17. Phrase structure of the equational sentee in Arabic

Japanese has a structure somehow similar to thbicAkerbless sentences.
Within ParGram (Butt et al., 2002), the Japanes¢esees which are composed
of an NP and an adjective, the adjective is comstléo be the main predicate of
the sentence. If we adopt the Japanese sentenlgsiana the Arabic sentence

in (117), we will have an f-structure analysis hswen in Figure 18 below.

(117) 48 e puadill
as-Samsu musrigatun
the-sun.sg.fem bright.sg.fem

‘The sun is bright.’
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PRED “bright<SUBJ >°
GEND fem, CASE nom

TNS-ASP [ TENSE pres
| MOOD indicativ
SUBJ [ PRED ‘sun’
NUM sg, GEND fem
| CASE nom, DEF +

Figure 18. A putative f-structure of a nhominal Arakic sentence

However, we assume that this analysis is not Istgrally motivated for Arabic
(although it could be linguistically motivated fdapanese adjectives which bear
paradigmatic verbal characteristics). There is wolence here to support the
idea that the adjective is either the main predicaitthat it subcategorizes for a
subject. Moreover, external governors, as in exanffll8), can precede the
whole structure and assign a different case (atiwesease in the example) to
the subject. If an external governor can assige tashe subject, this means that

the adjective cannot be a main predicate or aassigner.

(118) aSdalll gl
‘inna  ar-ragula karimun
indeed the-man.acc.sg.masc generous.sg.masc
‘The man was generous.’

Fehri (1993) argues that Arabic “verbless sentenides verbal ones, are also
headed by (abstract) T and AGR”. This means that#dntence is headed by an
implied verb that carries the tense and definesdtpeement features. This
implicit verb must be explicit when the tense isnged either to the past or
future. Moreover, copula sentences in Hebrew, ait8erdanguage with a
structure very similar to that of Arabic, are asaly as mixed category which
are categorically nominal and functionally verb&alk, 2004). This makes
Arabic nominal sentences eligible for an f-struetuanalysis where a null
predicator subcategorizes for SUBJ and PREDLINKyuF@ 19 shows the c-
structure, and Figure 20 shows the f-structurénefdopula sentence in (117) as
analysed by our parser. More on the analysis ofileoponstructions in LFG will

follow in section5.5.
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ROOT,

Sq

S_Equational

AP,

NP_DEF-INDEF, ADJ,
F

N, e

o et

Figure 19. C-structure of a copula Arabic sentence

PRED

THS-ASP

S5UBJ]

PREDLINK

'"H-5TR<[1:-2], [2]>'

7| TENSE pres, MOOD Indicative |

PRED ¥ uatt

S5PEC DET ?l DET-TYPE I:IEfl I

E

NTYPE 5 I NSYN commaon |

PERS 3, NUM sg, HUMAN -, GEND fem, DEF +,

CASE nom

PRED ‘s

NUM sg, GEND fem, DEF -, CASE nom,
4 |ATYPE predicative

NUM sg, GEND fem

p| VTYPE copular, STMT-TYPE decl, GEND fem, COMP-TYPE nominal

Figure 20. F-structure of a copula Arabic sentence

5.2.2 Non-Equational Sentences

Non-equational sentences are sentences where aopota verb functions as

the main predicator in the construction. In Aralthere are generally three
accepted word orders: VSO, SVO and VOS, as showtineiexamples in (119),
(120) and (121) respectively.

(119) Aalall o s (VSO sentence)
"akala al-waladu at-tuffahata
ate  the-boy.nom the-apple.acc

‘The boy ate the apple.’

(120) Aalal J<i ol (SVO sentence)
al-waladu "akala at-tuffahata
the-boy.nom ate the-apple.acc
‘The boy ate the apple.’
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(121) 0 skl Jsi (VOS sentence)

‘akala at-tuffahata al-waladu

ate the-apple.acc the-boy.nom

‘The boy ate the apple.’
As we explained in the introduction to this chaptee need to account for two
pieces of information: first we need to know thergdal structure of the
sentence, and second we need to know whether tihense starts with a noun
or a verb. When the verb is initial the senteneeishl type (expressed esmp-
type in the grammar notation) iverbal otherwise it isnominal The
classification into nominal and verbal clausal ®pes helpful as some
complementizers and focus markers select nomimaésees while others select
verbal sentences. The phrase structure rule expgetisese facts for the non-

eguational sentence in LFG notation is stated e 21.

_ VSO
S_Non-Equational —
SVO
VSO — V NP NP
1=1 ¢ SUBJ)= (1 OBJ)=1
(1 Comp-Type)=verbal
SVO —> NP V NP
(+ SUBJ)= 1=l (+ OBJ)=
(1 Comp-

Type)=nominal
Figure 21. Phrase structure of the non-equationalentence in Arabic

For sentence (119) above, the phrase structuresailllyield the parse tree in
Figure 22 and the f-structure in Figure 23.

ROOT,
S
S_Nonequational,
VS0,
v; 3 NI'-‘:, -.N.Pz

JS1 NP_DEF-INDEF, NP_DEF-INDEF,

™
D, N D, M,
JI ol JI - dalin

-

Figure 22. C-structure of a VSO Arabic sentence
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PRED Wl [1rdy], [2riala]s’

THN5-ASP 7| TENSE past, MOOD II'iI:IIEEtI".'El
PRED "dalis!

SPEC DET gl DET-TYPE I:IEfl
2

0BJ
NTYPE ;rl NSYN cummunl

PERS 3, NUM sg, HUMAN -, GLOSS apple,
1| GEND fem, DEF +, CASE acc

PRED 'y

SPEC DET E‘l DET-TYPE |:IEf|

SUBJ i

NTYPE | NSYN cnmmunl

PERS 3, NUM sg, HUMAN +, GLOSS boy,
1 | GEND masc, DEF +, CASE nom

¥TYPE maln, STMT-TYPE decl, PASSIVE -, GLOSS eat,
¢ | COMP-TYPE verbal

Figure 23. F-structure of a VSO Arabic sentence

There is evidence, however, to indicate that the afsthe VOS word order is
restricted in Modern Standard Arabic. The structarpossible in limited cases,
but in our grammar we accommodated only one padigibf the VOS structure,
that is when the object is a pronominal suffixiragl22).
(122) Al aa i

Sakara-hum  al-waladu

thanked-them the-boy
‘The boy thanked them.’

Moreover, in SVO word order, there is another ddfe possible analysis, that is
to consider the subject as the topic phrase andesteof the sentence as the
comment phrase in which case the subject of thie igean elliptic pronoun that
refers back to the subject. This analysis accofmtghe fact that when the
subject comes initially the verb must agree in nemlgender and person; but
when the subject follows the verb the verb agreidls tve subject in gender and
person only. More details on the discussions ol ttonstruction will be

provided in sectio.2.3.
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5.2.2.1Pro-Drop in Arabic
Arabic is a pro-drop language. The pro-drop thd@&gptista, 1995, Chomsky,

1981) stipulates that a null categopyd) is allowed in the subject position of a
finite clause if the agreement features on the aeebrich enough to enable its

content to be recovered.

In Arabic the subject can be explicitly stated ag\# or implicitly understood
as a pro-drop. Arabic has a rich agreement morgfyolarabic verbs conjugate
for number, gender and person, which enables tenstruction of the missing
subject. This is shown by example (123) which lmesd-structure in Figure 24

and the f-structure in Figure 25.

(123) ld ik
ya'kulina at-tuffaha
eat.pl.masc the-apples
‘They eat the apples.’

ROOT,
5,
5_Noneguational
VSO,
V, NP,
055U NP_DEF-INDEF,
D, N,

Jl el

Figure 24. C-structure of a pro-drop sentence
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PRED ‘Ele[1:pro], [2ilo]="

TH5-ASP 3| TENSE pres, MOOD II'iEIIEatI?El
PRED F
SPEC DET E‘l DET-TYPE |:IEf|
5

OBl
NTYPE 4| NSYN EI]I'I"lI'I"lIZlI'Il

PERS 3, NUM pl, HUMAN -, GLOSS apple, GEND fem,
2| DEF +, CASE acc

PRED 'pro’

5UBJ
1| PERS 3, NUM pl, GEND masc

VTYPE main, STMT-TYPE decl, PASSIVE -, GLOSS eat,
¢ | COMP-TYPE verbal

Figure 25. F-structure of a pro-drop sentence

According to Hoyt (2004), Arabic is a pro-drop lamage, in the sense that the
agreement morphemes on the verbs can be interpastg@tonouns, and that
person and number agreement forms are specifipadigominal in this regard.
He also pointed out that these pronominal morpheca@sonly appear if the
subject is non-overt or if it occurs in the prebadrposition. If the subject occurs
in the post-verbal position, the verb matches amlgubset of the subject’s
agreement features, and the agreement morphemethisncase are not

pronominal.

Chalabi (2004b) maintained that there are two ehgks that follow the pro-
drop in Arabic. The first challenge is to decideetter there is a pro-drop or
not. The second challenge, after deciding thatethera null pronoun in the

subject position, is to resolve the pronoun refegen

The challenge to decide whether there is a pro-dropot comes from the fact
that many verbs in Arabic can be both transitivd artransitive. In case these

verbs are followed by only one NP the ambiguitgesi as in (124).

(124) Aalaall ik

"akalat ad-dagagah

ate.fem the-chicken
In (124) we are not sure whether the NP following verb is the subject (in this
case the meaning is ‘the chicken ate’) or the dlged the subject is an elliptic

pronoun meaninghe and understood by the feminine mark on the venb (i
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which case the meaning will be ‘she ate the chigkdinis ambiguity is caused
by two facts: first there a possibility for a proeg subject following Arabic

verbs, second the vedkala ‘eat’ can be both transitive and intransitive. sThi
ambiguity results in two f-structures as shown iguFe 26 and Figure 27. In the
pro-drop case, person, number and gender morplazsiynfeatures on the verb

are used to reconstruct the number, gender andrpdesitures for the “pro”

subject.
PRED “eat<t SUBJ) (OBJ)>
STMT-TYPE declarative
TNS-ASP [ TENSE past
|[MOOD indicativ
SUBJ [ PRED ‘pro’
NUM sg, GEND fem
OBJ [ PRED “chicken’
NUM sg, GEND fem, CASE a¢¢

Figure 26. F-structure with a pro-drop

PRED “eat<t SUBJ) >
STMT-TYPE declarative
TNS-ASP TENSE past
MOOD indicativ
SUBJ PRED “chicken”
NUM sg, GEND fem, CASE nojn

Figure 27. F-structure with no pro-drop

The second challenge, after deciding that thewe nsill pronoun in the subject
position, is to recover the pronoun. In the examiple(125) the verb is
transliterated without any vowels. Examples (12¢a-show possible
vowelization of the verb indicating different pddsi pronouns. The syntactic
ambiguity arises from the morphological ambiguitiyesre a single suffix in the

verb can have multiple pronominal interpretations.

(125) 4gasll I cuad
dhbt ’ila al-hadigati
went to the-garden
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(126) a.dahabat ila al-hadigati
went.sg.fem to the-garden
‘She/it went to the garden.’

b. dahabtu ila al-hadigati
went.sg.1 to the-garden
‘I went to the garden.’

C. dahabta ‘ila al-hadigati
went.sg.masc.2 to the-garden
‘You went to the garden.’

d. dahabti 'ila al-hadigati
went.sg.fem.2 to the-garden
‘You went to the garden.’

5.2.3 On Topic—Comment Constructions

In our grammar we analyze the initial NP which agdldwed by a verb as a
subject. For the sentence in (127) our parserawilput the parse tree in Figure

28 and the f-structure in Figure 29.

(127) Aslad) Jsi ol (SVO sentence)
al-waladu "akala at-tuffahata
the-boy.nom ate the-apple.acc
‘The boy ate the apple.’

ROOT,
Sy
S_Nonequational,
i)
NP, Vo B NP,
NP_DEF-INDEF, JSI NP_DEF-INDEF,
D, N, D, N,

[ JI dalw
Figure 28. C-structure of an SVO Arabic sentence
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PRED "Bl 1], [2r=15]>

THNS-ASP 3| TENSE past, MOOD II'iI:IIEEtI".'El
PRED S Ery

SPEC DET gl DET-TYPE def |
2

OB
NTYPE ;rl MNSYN EI]IT‘lI'I"lIJI'il

PERS 3, NUM sg, HUMAN -, GLOSS apple,
;| GEND fem, DEF +, CASE acc

PRED iy

SPEC DET E'l DET-TYPE |:IEf|
3

SUBJ]
NTYPE 4| MNSYMN cummnnl

PERS 3, NUM sg, HUMAN +, GLOSS hoy,
1 | GEND masc, DEF +, CASE nom

VTYPE main, STMT-TYPE decl, PASSIVE -, GLOSS eat,
¢ | COMP-TYPE nominal

Figure 29. F-structure of an SVO Arabic sentence

However, we found out that this analysis cannotoant for all the facts,
variations and complexities involved when the Nihes in the initial position
of a non-equational construction. This structure been the subject of a lot of
debate in the literature and we would like heredotemplate the relevant issues
and arguments and give some thought as to whaib®ssolutions can be

implemented within the framework of LFG.

Badawi et al. (2004) championed the idea that leeserbal and equational
sentences there is a third type which is the tamoynent structure. In this
structure the topic is an NP in the initial positiand the comment is an entire
clause (either an equational or verbal sentenceammther topic—comment

sentence) anaphorically linked to the topic.

Jouitteau and Rezac (2006) assumed that the pedveubject in Arabic is a

topic linked to an empty pronominal in the subjeasition.

Hoyt (2006) provided a detailed analysis of thebdcanominal clauses where
the NP occupies the initial position and the pratiias a complete verbal clause
containing a pronoun which is bound by the inihi. He divided this type into

two further subtypes:
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1. Non-subiject initial NP. The initial NP cannot be interpreted as the subject
but is interpreted as an object (128a), an obligoggument (128b), or
possibly as an argument of a more deeply embedtide (128c) (all
examples from Hoyt, 2006). Clauses of this typearalyzed as involving
left-dislocationof the initial NP to a position outside of the dauwhere it
fills a discourse role (topic or focus). It is ledkto a binding pronoun

occupying a position within the predicate sentence.

(128) a.  2ese lgrew 2ia
hindun sami‘a-ha muhammadun
Hind.fem.sg.nom hear.past.3.masc.sg-her Mohammed.n
‘Hind, Mohammad heard her.’

b, 4 ldlecliae Ll
as-sari’  gabaltu saliman  fi-hi
the-street, meet.past.1.sg Salim.acc in-it
‘The street, | meet Salim on it.’

G coal LS iy o) Aalil
fatimatun  ’iStaraitu kitaba-ha ‘amsa
Fatima.nom buy.past.1.sg book.acc-her yesterday
‘Fatima, | bought her book yesterday.’
2. Subject initial NP. The initial NP can be interpreted as the subjecthef
verb and the verb carries agreement morphology thighpre-verbal NP, as

shown in example (129).

(129) axill 5 S 15l Y N (Hoyt, 2006)
al-"awladu la‘ibl kurata al-gadami
the-boys.masc.pl.nom play.past.3.masc.pl bdhe-foot
‘The boys played football.’

Hoyt (2006) explained that there are two approadwoesnalyzing this
construction. One approach considers the initiald$Heft dislocated from
the subject position. This NP is now occupying éxternal position of a
topic. This approach accounts for two facts. Thet ffact is that initial
subjects control full agreement on the verb, wtalgost-verbal subject
controls only gender agreement. The second fatttaisthe initial NP must

precede a fronted element such as question-wasds,(@30).

107



(130) Gloall ) 1smd e 3Ll (Hoyt, 2006)
at-tullabu mata dahabi ‘ila al-‘iraqi?
the-students.masc.pl.nom when go.past.3.pl.measihe-Iraq
‘The students, when did they go to Iraq?’
The second approach assumes that the initial N& pse-verbal subject,
because the dependency between the initial NP &ed pronominal
agreement on the verb is more local than are tperakencies between non-

subject initial NPs and their binding pronouns.

As a further evidence that the initial NP in SVQitemces is not a true subject,
Hoyt (2004) made an interesting comparison betwS8®®© agreement and
anaphoric agreement. He concluded that agreemekingaatterns in the SVO
word orders are identical to patterns of agreerbetween anaphoric pronouns
and their antecedents. An anaphoric pronoun agne#ts its antecedent in
gender, person, and number, and if the antecedemtconjoined NP, the same
person, gender and number resolution rules apply #se agreement between
verbs and pre-verbal conjoined subjects. Hoyt (2@@¢luced from this that the
dependency between subject and verb in SVO worcrorsl a semantic

dependency.

Suleiman (1989) emphasised that the preferred woddr in Arabic is VSO.
But when either the subject or the object is pldoeidre the verb, these shifts in
word order are semantically marked and motivatedabgesire to express
additional meanings. He assumed that the purpogeepiosing is emphasizing
the fronted element and giving it more weight.

The literature above shows three different tendenai dealing with the initial
NP in SVO sentences: the first is treating it akséocated (topicalized) element
that has been fronted for semantic consideratibhs.second is to treat it as a
preverbal subject. The third is to treat it as parbasic clausal construction
involving a TOPIC and a COMMENT. The TOPIC herenist considered a
discourse function, but a primitive grammatical duon. Our preference is to
consider the initial NP as part of a basic gramoahtconstruction (topic—
comment construction), albeit semantic and pragmatnsiderations may be

involved. In this instance we can say that the seite of the language
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penetrates the syntactic structure. Hoyt (2006) hesised that Arabic is a
discourse configurationdhnguage, in the sense that the initial subjecttions

to encode discourse relations in addition to themmatations.

The solution we choose is to consider the initiel & TOPIC and the following
sentence as COMMENT. The problem with this optienthat TOPIC and
COMMENT are not recognized as governable gramnidticetions in the LFG

literature, which makes the implementation of aidepomment construction a

non-standard analysis in LFG.

Rosén (1996) brought up the issue early in the pa@digm and explained that
the topic—comment construction is an importantesace type in languages such
as Japanese, Mandarin, and Viethamese. She expl#wa¢ topics in these

languages differ from the English topics in thatopic does not necessarily
correspond to a gap. She analysed three typepic-tmmment constructions in

Vietnamese and argued that a uniform analysisIféhr@e constructions may be
achieved by using both TOPIC and COMMENT functionthe f-structure.

The gap in Arabic topics is mostly filled by a poom, which justifies that the
TOPIC and COMMENT functions will provide a plaughiepresentation. This
proposed solution will account for the differenevieeen two constructions. The
first construction, as shown in example (131), tsu& topicalization where the
object is fronted and the accusative case markistjll preserved and there is an
unfilled gap in the sentence. The f-structure fos tonstruction is provided in
Figure 30. The second type is a topic—comment oactgin, as shown in
example (132), where the fronted noun is now inrtbeninative case and the
gap is filled by a pronoun. The f-structure forstltonstruction is provided in
Figure 31. In (131) the topic functionally contrdlee gap, while in (132) the
topic is anaphorically linked to the pronoun whidls the object position. The
TOPIC in (131) is a discourse function while in 2Z)3it is a primitive

grammatical function.

(131) sl Jsi dalad)
at-tuffahata "akala al-waladu
the-apple.acc ate the-boy
‘The apple, the boy ate.’
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'PRED  USi[ate]<(* SUBJ)(* OBJ)'

TOPIC [ PREDiapple]
SPEC [DET [DET-TYPE def]]
DEF +, GEND fem, NUM sg, PERS §,

suBJ | [PREDA s[boy]'
SPEC [DET [DET-TYPE def]]
| DEF +, GEND masc, NUM sg, PERS[3

OBJ []

Figure 30. F-structure of TOPIC as a discourse furton

(132) a5 Llsi dalidl
at-tuffahatu "akala-ha al-waladu
the-apple.nom ate-it the-boy
‘The apple, the boy ate it.’

[PRED ‘null<(* TOPIC)(* COMMENT)’

TOPIC PRED\apple]'
SPEC [DET [DET-TYPE def]]
DEF +, GEND fem, NUM sg, PERS 3,
indexi

COMMENT [PRED  i[ate]<(* SUBJ)(* OBJ)

SUBJ  [[PREDboy]'
SPEC [DET [DET-TYPE def]]
DEF +, GEND masc, NUM sg, PERY|3

OBJ | PRED 'pro’
GEND fem, NUM sg, PERS 3|
indexi

Figure 31. F-structure of TOPIC as a grammatical function

Another justification for opting for a topic—comnteanalysis is the frequency
and variability of the construction in Arabic. Thepic is a noun, and the
comment can be an equational sentence, as sho{i8®); a non-equational
sentence, as shown in (134); or another topic—camhnsentence that is
anaphorically linked to the topic by a binding psan, as shown in (135) and

(136). The topic can be linked to a subject positothe comment sentence, as
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shown in (134); an object position, as shown in7§1&n object of oblique, as

shown in (138); or another embedded phrase indhtesce, as shown in (139).

(133) Jsen LT 5 2l
al-hugratu 'ataatu-ha  gamilun
the-room furniture-its beautiful
‘The room, its furniture is beautiful.’

(134) s g U
at-talibu  yaqgra’u al-kitab
the-student read  the-book
‘The student reads the book.’

(135) Jadll ) g0 5 LelSa 5 ,aY) G5kl L (Badawi et al., 2004)
‘amma at-turuqu al-'ubra fakulluha yi'addi ‘ila al-fasali
as-for the-roads the-other all leado the-failure

‘As for the other roads, all of them, they leaddibure.’

(136) le cls Y Lgid 5 punad dniall 30 5 Lol (Badawi et al., 2004)
‘amma wazaratu as-sihhati famas’iliyyatu-ha 1a Sakka fi-ha
as-for the-ministry the-health responsibility-i® doubt in-it
‘As for the Ministry of Health, its responsibilityhere is no doubt about
it.’

(137) a5 LelSi dalid
at-tuffahatu 'akala-ha al-waladu
the-apple ate-it the-boy
‘The apple, the boy ate it.’

(138) 4de Cudiel da )l
ar-radulu i‘tamadtu ‘alai-hi
the-man rely.past.1.sg on-him
‘The man, | relied on him.’

(139) edlac) ai y yull
at-tagriru  tamma "i‘"dadu-hu
the-report completed preparing-it
‘The report, its preparation has been completed.’

5.3 Agreement

Arabic has rich agreement morphology which allowgoi show agreement
relations between various elements in the sentendeere are five
morphosyntactic features involved in agreement mbfc: number (singular,
dual and plural), gender (feminine and masculipe)yson (1st, 2nd, and 3rd),
case (nominative, accusative and genitive) andniefiess (definite and

indefinite). The strongest agreement relation iat thetween a noun and
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adjective where four of the five agreement featuaes involved: number,
gender, case and definiteness. Examples (140)—(&ddy different type of
agreement relationships.

(140) da M s (noun — demonstrative pronoun: number, gender)
hada ar-ragulu
this.sg.masc the-man.sg.masc
‘this man’

(141) CrarS Gala )l
(noun — adjective: number, gender, casaniteiess)
ra’aitu ar-ragulaini al-karimaini
I-saw the-man.dual.acc.def the-generous.dual.@asdef
‘| saw the two generous men.’

(142) bass gl Glidual) (noun — relative pronoun: number, gender, case)
at-talibatani allatani nagahata
the-student.dual.fem.nom who.dual.fem.nom sucpastidual.fem.3
‘The two students who succeeded’

(143) ogms02 oS @l (noun — pronoun: person, number, gender)
at-talibatu dakarna durtsa-hunna
the-student.pl.fem.3.nom study.past.pl.fem.3 lesgbair.pl.fem.3
‘The students studied their lessons.’

(144) m S 3 (subject — predicate: number, gender)
ar-ragulu karimun
the-man.sg.masc generous.sg.masc
‘The man is generous.’
Regarding verb—subject agreement, when subjects dine pre-verbal position,
verbs have full (rich) agreement as they are requio agree with their subjects

in number, gender and person, as in (145).

(145) A ) s o)

al-banatu dahabna 'ila al-hadigati

the-girl.pl.fem.3 go.past.pl.fem.3 to the-gard

‘The girls went to the garden.’
Contrastively if subjects are in the post-verbadipon, verbs show partial (weak
or poor) agreement, as verbs agree with their stje gender and person only,
as in (146). Verbs take the default singular forimether subjects are singular,

dual or plural.
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(146) sl I el
dahabat al-banatu 'ila al-hadigati
go.past.sg.fem.3 the-girl.pl.fem.3 to the-garden
‘The girls went to the garden.’

The feature of humanness plays an important ruegneement in Arabic. With
non-human plural nouns, verbs are invariably in ghegular and feminine, as
shown in (147).
(147) ol o i Lakadll

al-gitatu tasrabu al-labana

the-cat.pl.fem.nom.3 drink.sg.fem.3 the-milk

‘The cats drink milk.’
Sometimes in subject—predicate constructions thehaosyntactic agreement is
replaced by a semantic agreement. In the examp(&4i8) the subject is plural
and the predicate is singular, but they are sewahticompatible.
(148) haia A& caadl aa oY 8

ha'ula’i humu as-sababu fi hazimati-na

These.masc.sg they the-reason.masc.sg intdefea

‘These people are the reason behind our defeat.’
Regarding the definition of agreement, Ryding (208fates that agreement or
concord is the feature compatibility between wordsa phrase or clause.
Agreement is formally defined by Corbett (2001) “agstematic covariance
between a semantic or formal property of one eléraad a formal property of
another.” Corbett (2001) used the terms “contrblker refer to the element
which determines the agreement, “target” to refethe element whose form is
determined by agreement, and “domain” to refeh dyntactic environment in

which agreement occurs.

Corbett (2001) maintained that the relationshipgneement is asymmetrical in
general because the target cannot match all therésaof the controller.
Androutsopoulou (2001, p. 40) provided a formalird&abn of the principle of

asymmetric agreement as:

In an agreement relation between two elemerasd (3, wherea is the head
andp is the specifier, the set of agreeing featuref ofust be a subset of the

set of agreeing features of
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Platzack (2003) classified languages into “unifoagreement” languages and
“alternate agreement” languages. He stated thaid&td Arabic is a language
with alternate agreement, where the verb showsafirtkement in person, gender
and number when the subject is in front of it, pattial agreement (only person

and gender) when the subject follows the verb.

Corbett (2001) pointed out that a common approaatealing with agreement is
unification, in which agreement is considered ggaress of cumulating partial
information from both the controller and the tardé¢ gave the French example
in (149).

(149) Je suis content /contente
| be.l.sg pleased.sg.masc/ pleased.sg.fem
‘I am pleased’ (man/woman taking)

According to Corbett we have two feature structurase for the personal

pronoun and the verb (150a) and the second fqoréndicative adjective (150b).

person: 1
b.[ number: s
gender: fe

Corbett (2001) considered that these feature strestare compatible and hence

(150) a.[ number: S?

can be unified, giving the structure in (151):

(151) | number: s
person: 1
gender: fe

However, we believe that unification will not beryefficient in accounting for
agreement in Arabic. In the Arabic example in (18@) verb is singular and the

subject is plural and the unification will fail this case.

(152) Gwaall ) 2Y Y1 caad
dahaba al-’awladu ‘ila al-madrasati
go.past.sg.masc.3 the-boy.pl.masc.3 to theescho
‘The boys went to school.’
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A possible workaround might be to make the singteature of the verb as a

default non-obligatory feature.

)V {(* NUM) (+ NUM) ~=sg
| (1 NUM)=sg}

This solution will effectively work for (152), yehis will make the feature lose
its constraining power, and there will be no way a&ocount for the
ungrammaticality of the sentence in (153), wheeewérb must agree in number
with the plural pre-verbal subject. In this examfile incompatibility between
the subject and the verb will go undetected. Th@as that in Arabic agreement

cannot be specified satisfactorily through uniiicat

(153) *Auoadl (M ad ¥ 5
* al-’awladu dahaba ‘ila al-madrasati
the-boy.pl.masc.3 go.past.sg.masc.3 to ¢theed.
‘The boys went to school.’

Arabic verb—subject agreement has a complex sysiermariability which

cannot be modelled in terms of unification or comsts. Arabic is a language
with alternate agreement. In VSO word order thd\agrees with the subject in
gender and person, and is invariably in the singuldether the subject is
singular, dual or plural. In SVO word order thelvenust agree with the subject

NP in gender, number and person.

Within the LFG-XLE framework, Hoyt (2004) describesl grammar for

modelling the morphosyntax of verbal agreement iodbtn Standard Arabic.
Hoyt (2004) showed that the variability of subje@rb agreement in Arabic
poses a problem for a unification-based approatieréfore he proposed the
projection of a semantic layer represented asustsire which interacts with the
f-structure to control the agreement features.

Here we propose that an additional layer is notessary to represent the

agreement features in Arabic and that they canapelled within the two basic
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representations: c-structures and f-structureseément in Arabic is determined
by word order and this is why we think that agreetmaust be specified by the
phrase structure rules. Initially, the agreemertuees of the verbs can be
temporarily stored in an independent structureelLéihe relationship between
the subject and the verb is resolved through foneli equations on the phrase
structure according to the position of the subjecthe verb, i.e. whether it

precedes or follows the subject.

To show how this solution is implemented, letstfio®k at the two examples in

(154) and (155) where the verb is singular in ers¢aince and plural in the other.

(154) YY) el
la‘iba al-’awladu
play.past.sg.masc the-boy.pl.masc.3
‘The boys played.’

(155) sl 2¥ Y
al-"awladu la‘ibd
the-boy.pl.masc play.past.pl.masc.3
‘The boys played.’

To start with, we make the lexical entry of thebver la'ib ‘play’ specify the
features of a temporary f-structure AGR, rathemtliae features of SUBJ.

Within AGR, the verb stores the values for numigender and person.

Gl V (1 PRED)=taat
(1 AGR NUM)=sg
(1 AGR GEND)=masc
(1 AGR PERS)=3

|l V (1 PRED)=r
(1 AGR NUM)=pl
(1 AGR GEND)=masc
(1 AGR PERS)=3
Then, functional equations are inserted in the g@hrstructure rules to select
which features are relevant in agreement accordirtge position of the subject

in relation to the verb.
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SV-> NP

(t SUBJ)=

VS—=> V

=1

\/

=l

("AGR GEND)=(t SUBJ GEND)
("AGR NUM)=(T SUBJ NUM)
("AGR PERS)=( SUBJ PERS)

NP
(* SUBJ)=

(TAGR NUM)=sg
(TAGR GEND)=(t SUBJ GEND)
(TAGR PERS)={ SUBJ PERS)

According to the equations above, when the verloWid the subject it agrees

with it in number, gender and person, while it agren gender and person only

when it precedes it. This shows how agreement selved by storing the

agreement features in a temporary reservoir andgughrase structure rules

annotated with functional equations to distribute agreement features. Figure

32 and Figure 33 show the c-structure and f-stractepresentations for the

sentences in (154) and (155) above.

ROOT, PRED ‘ale [2:4;]2
TNS-ASP 5|TEH5E past, MOOD Innlcath.-el
S':l
AGR 4| PERS 3, NUM =g, GEND mascl
5_Nonequational, PRED iy

VSO,

Vo

NP,

—! NP_DEF-INDEF,

DE hll2
2 oy

SPEC DET ml DET-TYPE IJEfl |
k-

SUBJ
NTYPE }-I NSYN EI}mmDI‘il

PERS 3, HUMAN +, GLOSS boy, GEND masc, DEF +,
2| CASE nom, NUM pl

¢ | STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal

Figure 32. C-structure and f-structure of a VS sergnce

117




ROOT, PRED el [1: ]

THNS-ASP 3|'r|5|~|5|5 past, MOOD Indlcatl\-el
S.:,
AGR 2| PERS 3, NUM pl, GEND mascl
S_Neoneguational, PRED Lty
SPEC DET I5| DET-TYPE |:|ef|
H

SVOo, SUBJ
NTYPE 4 | MNSYN Enmmnl'il

NP v PERS 3, NUM pl, HUMAN +, GLOSS boy, GEND masc,
L g 1| DEF +, CASE nom

¢ | STMT-TYPE decl, PASSIVE -, COMP-TYPE nominal
NP_DEF-INDEF, |l

AN

D, N,

Jl _'.':s'.,e-i
Figure 33. C-structure and f-structure of an SV setence

5.4 Functional Control and Long-Distance Dependencies

Raising and control in English are treated mostlyerms ofstructure sharing
(Asudeh, 2005). In these constructions the sulgeobject of the matrix clause
controls the subject of the embedded clause. Howexesbelieve that this is not
necessarily applicable for Arabic in which embedd&lises reconstruct their
subjects mostly as a pro-drop. Al-Haq (1992) assuthat in Jordanian Arabic
there are closed functions rather than open funsti¥ve also assume that the
functional control relationship in Arabic is mordé an obligatory anaphoric
control represented in closed functions rather stamcture sharing represented
in open functions. In Arabic, the control targehdae totally absent or have
some sort of realization, such as agreement featttached to the verb in the
subordinate clause. It can also be realized aswamegtive pronoun, as in the case

in long-distance dependencies.

Functional control can be either lexically deterednas in the case of raising
and equi constructions, or structurally determinad, in the case of open
adjuncts and long-distance dependencies. In rasmequi constructions the
lexical entry of the verb specifies the controlat&nship, but in open adjuncts
and long-distance dependencies, it is the phrasetsgte rules that specify the
control relationships between the matrix and thbosdinate clauses in the

sentence.
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The purpose of this section is to investigate theure of control in Modern
Standard Arabic within the framework of Lexical-Eetional Grammar and to

provide practical solutions to the different aspeaftthe phenomenon.

5.4.1 Raising

The main argument we are going to introduce unter $ubsection is that
raising verbs which take non-verbal complementsukhbe treated as quasi-
copulas, not as raising verbs. This can generallggplied to English as well as
Arabic.

In an English raising sentence, suchHes seems to work hardhere are two
verbs, but there is only one thematic role involvBae subject is an argument in
the subordinate clausevgrk hard but not an argument in the matrix clause
(seem (Asudeh, 2005, Falk, 2001, Ladrup, 2006). The glement ofseemis a
functionally controlled open function XCOMP. Theeidity of the subject in the
subordinate clause is resolved by a functional robrgquation on the lexical
entry of the raising verb, as shown in (156), repeed from Asudeh (2005).
This control equation makes XCOMP'’s subject eqe@rato the matrix subject.
The subject is not semantically selected by thd geem and this is why the

SUBJ function is located outside the angle braciketise verbs a-structure.

(156) seem V A PRED)= ‘seem<( XCOMP)> (1 SUBJ)’
(1t XCOMP SUBJ) ={ SUBJ)

In other words, raising verbs, suchseemandexpect take a whole proposition
as an argument; they selects a “propositional-thiease in (157a) and (157b),

reproduced from (Ladrup, 2006).

(157) a. seem ____ < propositional-theme > (Rgisd subject)
b. expect < experiencer propositionakthe> _ (Raising to object)

In English raising sentences, the verbal compleroanteither be t-infinitive,

or infinitive withoutto. The controller in the matrix sentence can eitheer
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subject (raising to subject) or object (raisingbject), as shown in the examples
in (158).

(158) a. | saw him work hard. (Infinitive compient)
b. He seems to study hard. to-igfinitive complement)
c. He seems to work hard (Raising tmgestt)
d. I expect him to work hard (Raisingobject)

Similarly in Arabic raising sentences, the complatnean either be preceded or
not preceded by a complementizar ‘to’. The controller in the matrix sentence
can either be subject (raising to subject) or dljessing to object), as shown in
the examples (159)—(162).

(159) alu ol alsll el (Complement with a complementizer)
‘awSaka  al-waladu 'an yanama
was-nearly the-boy to sleep
‘The boy nearly slept.

(160) 3¢l i) ay llall ol (Complement without a complementizer)
"asbaha at-talibu yuhibbu al-gira’ata
became the-student love the-reading
‘The student has come to love reading.

(161) Sy Qllall Jk (Raising to subject)
zalla at-talibu yudakiru
remained the-student study
‘The student remained studyihg.

(162) Sy llall il (Raising to object)

zanantu at-taliba yudakiru

thought-1 the-student study

‘| thought the student is studying.
As a further division, Ladrup (2006) pointed ouatthraising verbs can have
verbal complements or non-verbal complements. EXesnpn (163) are

reproduced from Ladrup (2006).

(163) a. Peter seems to study hard. (Verbal cemmght)
b. John seems nice. (Adjectival comg@ethn
c. The pills made him a monster. (NP clement)
d. She seems in a bad mood. (PP complgme
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In English raising constructions both verbal anch-merbal constructions are
treated as the same and both are represented apeanXCOMP function.
However, we maintain that the two types of predocest are totally different.
While the verbal complement naturadlglects for a subject and it is quite logical
to treat it as a raising construction, it is havgptove that ADJPs, ADVPs, NPs
and PPs can subcategorize for a subject. As a warkd, Bresnan (2001) (cited
by Ladrup, 2006) tried to equip nouns and prepms#iwith subject by the
application of lexical rules.

'monster’ => 'be-a-monster<gUBJ)>'
'In<(1 OBJ)>' => 'be-in-state-of4(SUBJ) ¢ OBJ)>'

This analysis, however, does not look very lingaaly motivated. The verb’s
power to project onto the sentence structure canrexty way be rivalled by any
other lexical item. Verbs are the “inherent pretbcsi (Avgustinova and
Uszkoreit, 2003), and they are the uncontestediqatms in the general case
(Bresnan, 1995). Verbs function in basically diéfetr relationships from other
constituents. In the verb—subject clauses, theestig generally the doer of the

action which in most cases carries the roles ‘\oldl’ and ‘agentive’

Our proposed solution is to tresgemwith non-verbal complements as a quasi-
copula that links a subject and a predicate. THerdnce betweehe seems to
go andhe seems happg the same as the difference betwbergoesandhe is
happywhich are completely different syntactic structur&he first is a verbal

construction while the second is a predicationaktiction.

The sentences in (164) are syntactically equivalestall the verbs function as
quasi copulas. Therefore we can assume that vgeemtakes a non-verbal
complement it does not function as a raising varbrbther as a quasi copula

verb.

(164) a. It seems nice.
b. It looks nice.
c. It tastes nice.
d. It smells nice.
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The division of raising complements into verbal andn-verbal is also
applicable in Arabic. There is a class of raisimgbg that take both verbal and
non-verbal complements. These are calldgais 0\S kan wa-'ahawatuha ‘kana
and its sisters’, op:all s Il o) 5 nawasihu al-mubtada’ wa-al-habar ‘governors of
copula constructions’ such @S kana ‘was’, z~=l "asbaha ‘became’ ! 'amsa
‘turned out to be’ L= sara ‘became’,Jk zalla ‘remained’ ands«! laisa ‘is not’, as
shown in the examples (165) and (166). There ish@nalass of verb that take
only verbal complements known in Arabic grammariagil Jusil “af'alu al-
mugarabati ‘verbs of nearness’, such as kada ‘became near’ and.i sl "awsaka
‘became near’, as in (167). And finally there aoens verbs that take a non-

verbal complement only such as (168).

(165) Iums Al maal (Verbal/non-verbal complements)
"asbaha at-talibu sa‘idan
became the-student happy
‘The student became happy.

(166) 36 Al gy Q) aral (Verbal/non-verbal complements)
"asbaha at-talibu yuhibbu al-qira’ata
became the-student love the-reading
‘The student became to love reading.

(167) o of Al as (Verbal complements)
kada al-waladu ’an yanama
was-nearly the-boy to sleep
‘The boy nearly slept

(168) luaws llall 5oy (Non-verbal complements)
yabdi at-talibu  sa'idan
seem the-student happy
‘The student seems happy.

The XCOMP analysis can be implemented for Arabar. the example in (169)

we can have the f-structure in Figure 34.

(169) LS sl mual
"asbaha ar-ragulu  kariman
became the-man generous
‘The man became generous.’
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[PRED ‘became<SUBJ, XCOMP>’

SUBJ | PRED ‘man’ 1
GEND masc, NUM sg, PER$ 1

XCOMP  [PRED ‘H-STR<SUBJ, PREDLINKJ
suBJ | ]

PREDLINK [(PRED ‘generous’
GEND masc, NUM g(

Figure 34. F-structure of XCOMP analysis for Arabicraising verb

However, our argument is that in Arabic some vddrgtion as raising verbs

when they are followed by verbal complements. s tase the complement is

in functional control relationship with the matglause.

(170)

(171)

Be) Al camy cdal) o\

kana at-talibu yuhibbu al-gira’ata

was the-student love.pres.3.masc.sg the-reading
‘The student used to love reading.

Be) el sy Ul C\_\..A\

"asbaha at-talibu yuhibbu al-qira’ata
became the-student love.pres.3.masc.sg the-reading
‘The student became to love reading.

The c-structure and f-structure for the examplélir0) are shown in Figure 35

and Figure 36 respectively.

ROOT,

So

S_Nonequational,

Vo

VS0,

NP, VSO,

OIS NP_DEF-INDEF, v, NP,

D, N, .= NP_DEF-INDEF,
J Gl D; N,

A sl

Figure 35. C-structure of an Arabic raising sentene
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PRED GlEe (1], [2i=i]="

TH5-ASP ;| TENSE past, MOOD Indlcatlive

PRED el [, [7:515]>"
THS-ASPF E’l TENSE pres, MOOD Indlcatlve |
PRED  ‘'ala"
SPEC DET 11| DET-TYPE dEfl
0B3 1k
NTYPE .;,l NSYMN common |
PERS 3, NUM =g, HUMAN -,
7| GEND fem, DEF +, CASE acc
VCOMP
PRED ‘'JU.'
SPEC DET E‘l DET-TYPE 1:IEf|
5
SUBJ
NTYPE 4 | MNSYMN comman |
PERS 3, NUM sg, HUMAN +,
GLOSS student, GEND masc, DEF +,
1 | CASE nom
STMT-TYPE decl, PASSIVE -, GLDSS llke,
2| COMP-TYPE verbal
SUBJ [1]

o | STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal

Figure 36. F-structure of an Arabic raising sentene

Otherwise in situations when these verbs are fabbwby non-verbal

complements, they are considered as copula and-cp@asa verbs.

(172) umew Qlall i<
kana at-talibu sa‘idan
was the-student happy
‘The student was happy.

(173) s QL
"asbaha at-talibu sa‘idan
became the-student happy
‘The student became happy.

The c-structure and f-structure for the examplélir3) are shown in Figure 37

and Figure 38 respectively.
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ROOT,
S']

S_Equational;
Vy NP, AP,

ral NP_DEF-INDEF, AD]J,

e

D, N, Rvrey

4 Gl
Figure 37. C-structure of an Arabic sentence with @uasi copula verb

PRED 'mal< [1:LL], [2]>"
TNS-ASP ;| TENSE past, MOOD Indicative |
PRED L

SPEC DET ;rl DET-TYPE dEfl

B

SUBJ
NTYPE 5 | NSYN commaon |

PERS 3, NUM sg, HUMAN +, GLOSS student,
1 | GEND masc, DEF +, CASE nom

PRED  'a.
{ GLOSS 'O }

e MUM sg, GEND masc, DEF -, CASE acc,

4| ATYPE predicative

2| NUM sg, GEND masc

VTYPE copular, STMT-TYPE decl, PASSIVE -, GEND masc,
¢ | COMP-TYPE verbal

Figure 38. F-structure of an Arabic sentence with @uasi copula verb

5.4.2 Equi

In equi sentences, such lde tries to work hardthe subject has two thematic
roles. It is a thematic argument of the main verth also a thematic argument of
the complement (Falk, 2001, Ladrup, 2006).

Falk (2001) argues that the complementrgfis a functionally controlled open
function XCOMP based on the rough generalizatioat tlobligatory control
constructions involve functional control and nongdélory control constructions

involve anaphoric control.”
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The identity of the subject in the subordinate stais resolved by a functional
control equation on the lexical entry of the egerby which makes XCOMP’s
subject equivalent to the matrix subject (Falk, P00

(174) try \Y ¢ PRED)= ‘try<(t SUBJ) ¢ XCOMP)>’
(1t XCOMP SUBJ) =1 SUBJ)
Dalrymple (2001) however, assumed that English egeibs exemplify

anaphoric control, while English raising verbs éxhiunctional control.

In analyzing Serbo-Croatian, Asudeh (2000) assutingidas Serbo-Croatian is a
pro-drop language the control in equi in Serbo-Gapasentences is different
from English sentences. In Serbo-Croatian the cemeht has its own subject,
and rather than the subject being structure-shaithdanother GF, the subject of
the matrix sentence is co-indexed with the sulpétte subordinate sentence.

The same argument is valid for Arabic which is aspro-drop language. The
morphosyntactic morphemes on the verbs allow themet¢onstruct their own
subjects, and this is why the complements in Aradmci sentences can be
considered as COMPs, not XCOMPs. The subject ibi&raqui sentences is not
structure shared between the controller (subjedhefmatrix clause) and the
control target (subject of the subordinate claude$tead, the relationship
between the two elements is anaphoric, expressedigh co-indexation and
obligatory compatibility of the agreement featufédl agreement in number,

gender and person).

Equi complements in English can eithertbénfinitives or gerunds, as shown in

the examples in (175).

(175) a. | promised him to go. tofinfinitive)
b. He tried switching the phone off. riged)

The controller can either be subject or objechmmatrix sentence, as shown in

the examples in (176).
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(176) a. He tried to go. (Subject Controller)
b. | persuaded him to go. (Object Cdterp

Similarly complements in Arabic equi constructiaas be verbs preceded or
not preceded by a complementizer ‘to’, or verbal nouns, as shown in the
examples (177), (178) and (179). The second exammgle instance of a class of
verbs known in Arabic grammar gs &) Jwél "af'alu ad-Surd'i ‘verbs of starting

the action’ such ag < $ara'a ‘started’, 231 "apada ‘started’ andJ=> ga‘ala ‘kept’.

(177) <l of aixe (Complementvith a complementizér
wa'adtu-hu  ’an "adhaba
promised-him to go
‘I promised him to go.

(178) Al sy sl 331 (Complement without a complementiyer
‘abada al-mudiru  yadrusu al-garara
kept the-manager study the-decision
‘The manager kept studying the decision.

(179) skl #3al dsla (Verbal-noun complement)
hawala ’islaha al-makinti
tried fixing the-machine
‘He tried fixing the machine.

The controller also can be subject or object inntfarix sentence, as shown by
the examples (180) and (181) respectively.

(180) s i Jsls (Subject Controller)
hawala 'an yanama
tried to sleep
‘He tried to sleep.’

(181) i ol 4iad] (Object Controller)

"agna‘tu-hu "an yadhaba

convinced-him to go

‘I convinced him to go.’
In Arabic the relationship is established as andaphoontrol rather than
functional control. The subject of the subordinataise is established as a pro-
drop (unexpressed pronoun) and the subordinate pesbides gender and
number information about the subject. The contesatronship, presented in
(182), equates the number and gender of the subjdtte subordinate clause

with those of the subject of the matrix clause.
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(182) Jss[try] V(1 PRED)= Usa<(t SUBJ) ¢ COMP)>’
(t COMP SUBJ NUM) =£ SUBJ NUM)
(t COMP SUBJ GEND) ={(SUBJ GEND)
(t COMP SUBJ PERS) =(SUBJ PERS)

The c-structure and f-structure for the exampl€l®0) are shown in Figure 39

and Figure 40 respectively.

ROOT,
5q
S_Nonequational;

VS0,

vV, CP,

Jal= PART,, S_Monequational,
ol VS0,
V,

()
[ =
Figure 39. C-structure of an Arabic equi sentence

PRED ‘bl=<[2:pro], [4:aL]>"
TH5-ASP ¢ | TENSE past, MOOD Indicative
PRED ab=[GB:pro]="

THN5-ASP gl TENSE pres, MOOD Il'lldlc,atl".’El

PRED ';1'

PRT-FUNC comp,
PRT-FORM i,

SPEC-PRT { PRT
COMP-TYPE verbal

i1
ip | COMP-FORM ;i

COMP

PRT o6 | COMP-TYPE verbal |

PRED 'pro'
.| PERS 3, NUM sg, GEND masc

STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal,
4| COMP-FORM al

SUBJ

PRED 'pro’

SUBJ
2| PERS 3, NUM sg, GEND masc

¢ | STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal

Figure 40. F-structure of an Arabic equi sentence
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5.4.3 Control in Adjuncts

While control in raising and equi constructionseisically determined (control is
defined by functional annotations on the lexicdlies of verbs), control in open
adjuncts is described as “structurally determine3ells, 1985) or
“constructionally induced” (Ladrup, 2006). This ¢t relation is expressed by
functional annotations on the phrase structuresru@gpen adjuncts are adjuncts
which take their subject from outside their clauses example the clause-initial
adjectival adjunct, XADJUNCT, in (183) is contralldoy the subject of the
clause. This control relation is determined byghease structure rule in (184).

(183) Sure of winning, Mary entered the competityesterday. (Sells, 1985)

(184) S— (AP) XP VP  (Sells, 1985)
(1 XADJUNCT) =] (1 SUBJ) =| 1=
(1 SUBJ) = ( SUBJ)

English XADJUNCTs can either be adjectival phrasesparticipial phrases
(active or passive), as shown in the examples 85)(1n these cases the SUBJ

of the adjunct clause is functionally controlledtbg SUBJ of the matrix clause

(185) a. He went away, prowd himself. (Adjectival XADJUNCT)
b._Goindo school, Peter lost his bag.  (Active papleiXADJUNCT)
c._Defeateth the race, he decided to qyRassive participle XADJUNCT)

Arabic open adjuncts can be headed by an adjecttte participle, patient
participles, or verbal nouns, as shown in the examip (186). Adjuncts here

are adverbial, expressing either manner or res@mpti

(186) a4l jlaily | ) sad ale (Adjectival XADJUNCT)
‘ada fabdran bi-’'intisarati-hi
returned_proud of-victories-his
‘He returned, proudf his victories.’

b. 4dliinl a8 adul e | yoe (Active participle XADJUNCT)
mu'riban ‘an 'asafi-hi, gaddama ’istigalata-hu
expressingf regret-his, offered resignation-his
Expressindhis regret, he offered his resignation.
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C. Dlete Cunll ) ale (Passive participle XADJUNCT)
‘ada ’ila al-baiti  munharan
came to the-home devastated
‘He came home devastated

d. el e G dim jladl clee ) ) ) (Verbal noun XADJUNCT)
zdra zu'amad’a al-mu‘aradati bahtan ‘an ad-da‘'mi
visited leaders the-opposition searchiogthe-support
‘He visited opposition leaders, searchiing support’

Dalrymple (2001) explains that the English opencfion XADJUNCT has an
open SUBJ position functionally controlled by theE of the matrix clause,
and the same f-structure fills both functions. FHoe sentence in (187) she

proposed the f-structure in Figure 41.

(187) Walking the dog, Chris saw David.

- =

PRED ‘SEE(SUBI.OBI)

SUB] g[PRED ‘CEHRIS’|
0Bl h[PRED ‘DavID’]

PEED :‘E'ALK-::E.T;BLGE!..T}'-‘ l

XADT ¢ | SUBI

0BJ j[PRED ‘DOG’ ] JI

Figure 41. F-structure of an English sentence witan XADJUNCT

This does not necessarily apply for other languaDesrymple {bid.) took the
example in (188) from Warlpiri as evidence that soadjuncts participate in
obligatory anaphoric contrglwhere an unexpressed pronominal argument of a

clausal adjunct is anaphorically controlled by eguanent of the matrix clause.

(188) karnta ka-rla wangka-mi ngarrka-ku  [ngurra-ngka-rlu
womanaBss PRESDAT SpeakNONPAST manbAT Camp+OC-ERG
jarnti-rninja-kurra-(ku)]
trim-INF-comp-(DAT)

‘The woman is speaking to the man (while he ishning it in camp.’

Dalrymple stated that in the above example the @Bihe matrix clause
anaphorically controls the SUBJ of the adjunct stauShe considers the

example as involving anaphoric rather than funeti@ontrol.
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Similar to Warlpiri, Arabic adjuncts (apart fromrsal nouns) can be considered
asclosedadjuncts since they are semantically completetatoimg within them

all the elements required for logical interpretataf the subject. Adjectives and
participles are inflected for number and gendernctviallows the establishment
of the relation between the subject of the subatéirclause and the subject of

the matrix clause anaphorically through co-indexing

The c-structure and f-structure for the examplélBd) are shown in Figure 42

and Figure 43 respectively.

(189)  iliin) a8 cadusl oo |

mu'riban ‘an 'asafi-hi, gaddama 'istigalata-hu
expressingf regret-his, offered resignation-his
Expressindis regret, he offered his resignation.

ROOT,
S

PARENP_ADVPVP.COMMA, 5_Nonequational,

ADVPvp, ‘ VS0,
NP_DEVERBAL, v, | ....hiP-:
N PP, add NP_COMPOUND,
Liyas B NB ruz. | ;ph
JNP_COMPOUND,, dlEiul NP_PRON,
N, NP, PRON,
—i.ulNP_PRON,, .
PRON,,
a

Figure 42. C-structure of Arabic control in adjunct phrase
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PRED ad=[1:pro], [2lEa]="

THN5-ASP . | TENSE past, MODD II'IdIEatIUEl

AGR dl PERS 3, NUM =g, GEND mascl

PRED '_ps.<[%9:pro], [10:+]>"
GLOSS ‘expressing’

NTYPE ,; | NSYN participlal |

PRED ‘'p<[l12:iul]>’

GLOSS '0°

PRED ‘'Ll

NTYPE ,, | NSYN cummunl

PRED 'pro'
ADIUNCT { OBL PRON-TYPE pers, }
OB} |MoD | OERS'3, NUM S
r Sgr

GEND masc,
11| DEF +, CASE acc

PERS 3, PCASE /=, NUM sg,
HUMAN -, GLOSS regret,
12| GEND masc, DEF +, CASE gen

ik

PRED 'pro’
2| PERS 3, NUM sg, GEND masc

PERS 3, NUM sg, HUMAN +, GEND masc, DEF -,

SUBl

,| 2|CASE acc
PRED Ll
NTYPE 7| NSYN commaon
OBJ PRED ‘pro’
MoD PRON-TYPE pers, PRON-FORM 4, PERS 3,

;| NUM sg, GEND masc, DEF +, CASE acc

PERS 3, NUM sg, HUMAN -, GLOSS reslgnation, GEND fem,
.| DEF +, CASE acc

PRED ‘pro’

SUBJ
1| PERS 3, NUM sg, GEND masc

STMT-TYPE decl, PERS 3, PASSIVE -, NUM sg, GLOSS offer, GEND masc,
o | COMP-TYPE verbal

Figure 43. F-structure of Arabic control in adjunct phrase

5.4.4 Long-Distance Dependencies

There are three instances of long-distance depereden topicalization

constructions, relative clauses and wh-questions.

(190) sl JSi dalasl) (Topicalized)
at-tuffahata ’akala al-waladu
the-apple ate the-boy
‘The apple, the boy ate.’
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(191) Jaall (e S s dllall 038 Jsa (Topicalized)
hawla hadihi al-mas’alata dara katirun mina al-gadali
around this the-question revolved much dhe-controversy
‘Around this question revolved much of the contmeye

(192) 9u) pa (e (Question)
man daraba zaidan?
who hit.sg.masc Zaid
‘Who hit Zaid?’

(193) (Aasyiladl b dll da il (Relative)

ar-ragulu alladi faza bi-lI-ga’izati  sadig-i

the-man who won of-the-prize friend-my

‘The man who won the prize is my friend.’
Dalrymple (2001) defined long-distance dependendss “constructions in
which a displaced constituent bears a syntactiction usually associated with
some other position in the sentence.” In these toactons, the displaced (or
extracted) constituent controls two positions al@yptwo roles simultaneously:
it is the TOPIC or FOCUS of the sentence (therfijesition) and it has also
another grammatical function within the sentencehsas OBJ, SUBJ or OBL
(the gap position), and this is considered as tsitipn from which it has been
extracted. The relation between the two positionstnbe controlled according

to the Extended Coherence Condition:

Extended Coherence Condition (Dalrymple, 2001):
FOCUS and TOPIC must be linked to the semanticipatel argument structure
of the sentence in which they occur, either by fiemally or by anaphorically

binding an argument.

These constructions are called “long-distance ddgeries” and “unbounded
dependencies” because the distance between thed puisition, the filler, and

the grammatical function from which it has beenraoted, the gap, can be
potentially unlimited (Austin, 2001).

As explained by Austin (2001), long-distance degertkes are accounted for in
the LFG literature in terms of “functional unceny’, where a functional
equation, shown in (194), identifies the initialemlent bearing a discourse
function (DF) such as TOPIC or FOCUS with a grammatical fiomq(GF) such
as SUBJECT or OBJECT later in the sentence. Thie pathis identification
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can be long and passes through (in English) anybeunof COMPlement

clauses.

(194) (1 DF) = (1 COMP* GF) (Austin, 2001)

5.4.4.1Island Constraints
Island constraints are defined by Falk (2001) as“thstrictions on the relation

between filler and gap in long-distance dependesmrystructions”. In English
we can give three examples of island constrairdsptex NP constraint, as in
the examples in (195); SUBJ constraint, as in (1863 ADJUNCT constraint,
as shown in (197).

(195) a. *What did you deny [the claim that you puon the shelf]?

b. *This is the book which | saw [the wamwho wrote __].

(196) a. *What do you think that [to put on the shelf] would be a good idea?
b. *Which person does [a picture of odKs nice?

(197) *Which picture did they blush [when they saw ]?

5.4.4.2Resumptive Pronouns
Resumptive pronouns are defined as pronouns tbats&d in some languages to

mark the lower end of a long-distance dependenek(R2002). Resumptive
pronouns fill the gaps in the domain of extractiand like gaps, resumptive
pronouns are linked to a discourse function. Theeliked Coherence Condition
allows an anaphoric link. Dalrymple (2001) pointedt that some languages
signal the domain of extraction in long-distanceeatelency constructions by
means of special morphological or phonological form

Resumptive pronouns are reported in many languagels as Turkish (Meral,
2004), Irish (Vaillette, 2002), Palauan (Georgopsul1991), Welsh (Willis,
2000), Hebrew (Falk, 2002) and Arabic. The disttitou of the resumptive
pronouns in Arabic shows that in some syntacticitioms they are required

while in others they are optional or even prohihite
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The distribution of resumptive pronouns in Arabiancbe summarized as

follows. With questions, resumptive pronouns aré¢ allowed, as shown by

(198).

With topicalized constructions, resumptiveorouns are required (in

Classical Arabic objects, bearing the accusativeecare fronted without the

need for a resumptive pronoun) , as in (199). Walative constructions,

resumptive pronouns are not allowed when extractiogn the immediate

subject position, as in (200), but they are optiomhen extracting from the

object position, as in (201) and (202). Howeveeythre required with object of

oblique, as in (203) and in long paths, as in (204)

(198)

(199)

(200)

(201)

(202)

(203)

(204)

* ¢l LST 13k

mada 'akala-ha ar-ragulu?
what ate-it  the-man?

* ‘What did the man eat it?’

GOl 5 a8y alaall 138

hada al-mu‘allim yugddiru-hu  at-tullabu

this the-teacher appreciate-him the-students
‘This teacher, the students appreciate.’

dalal Jsh sall da

ar-ragulu alladi 'akala at-tuffahata
the-man who ate the-apple
‘the man who ate the apple’

da i JST ) dalad)

at-tuffahata allati 'akala ar-ragulu
the-apple which ate the-man
‘the apple which the man ate’

Ja )l LT ) Al

at-tuffahatu allati "akala-ha ar-ragulu
the-apple which ate-it the-man
‘the apple which the man ate’

ol dle adiay (5201 21
al-waladu alladi ya‘tamidu ‘alai-hi ar-ragulu
the-boy who relies on-him the-man
‘the boy on whom the man relies’

dalal) Jsi adl cand) Caee 5 53 ol

ar-ragulu alladi za‘amat al-bintu 'anna-hu 'akala at-tuffahata
the-man who claimed the-girl that-he ate -dpple
‘the man who the girl claimed that he ate the dpple
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In other languages resumptive pronouns might hatfereht distribution. In
Hebrew resumptive pronouns are only used in redatisuses, and disallowed in
guestions (Falk, 2002).

Resumptive pronouns in Arabic are correlated with applicability of island
constraints. Where resumptive pronouns are not usewlg-distance
dependencies are subject to island constraintshasn in (205), but when
resumptive pronouns are used, the constructionsnatesubject to island
constraints. Example (206) shows how resumptivenquas can cross the
complex NP constraint, while example (207) shows hibey cross the SUBJ
constraint, and finally example (208) shows howytloeoss the ADJUNCT

constraint.

(205) €3 dall O ele) @l 13l *
*mada hunaka ’'iddi‘a’un 'anna ar-ragulu saraqa?
what there claim that the-man stole?
“*What there is a claim that the man stole __ ?’

(206) Jlall (3 4l elea) Gln Al Ja
ar-ragulu alladi hunaka ’iddi‘a’'un "anna-hu saraga al-mala
the-man who there claim that-he stible-money
‘This man who there is a claim that he stole thaeyo

(207) B3aadl 43 sa il ) ol
ar-ragulu alladi fazat sdratu-hu  bi-I-ga’izati
the-man who won picture-his of-the-prize
‘the man whose picture won the prize’

(208) agtay s 5 sl e Al elacy)
al-'a’da’u  alladina mata "abu-ka wa-hwa yuharibu-hum
the-enemies who died father-your and-he {tgbtn
‘the enemies who your father died while fightingif

Regarding the syntactic analysis of constructionth wesumptive pronouns,
Falk (2002) concluded that resumptive pronounsi@pate in long-distance
dependency constructions, and that they are nendied in the normal way by
functional uncertainty equations, but rather byalekshing a referential
(anaphoric) identity between the two positions.ddesidered that this analysis
is able to account for the similarities and diffeses between gaps and

resumptive pronouns.
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In our Arabic parser we adopted Falk’s (2002) asialyof the resumptive
pronouns. When resumptive pronouns are used to tharkower end in long-
distance dependencies, the relationship is estaolisanaphorically through
matching the agreement features between the difidrthe resumptive pronouns.
In other instances of long-distance dependenciesevtesumptive pronouns are
not used the relationship is marked through fumetiouncertainty equations

which allows the filler to control the position thfe gap.

We will explain this with some details in one insta of long-distance
dependencies in Arabic; that is relative clausesour grammar, when the
extraction is from the subject position and no othgntactic function cuts the
path, resumptive pronouns are not allowed and #i&ion is expressed by
functional identity between the two positions, d®wn by the functional

equations in (209).

(209) (* TOPIC-REL)=(" SUBJ)

The above equation will be able to handle clauseb as the one in (210) and

give the analysis in Figure 44 and Figure 45.

(210) pddt A aridasaldll 2 gy (511 (5 kall
at-tariqu alladi yaqudu al-filistiniyyin 'ila as-salam
the-road which lead the-Palestinians to peace
‘the road which leads the Palestinians to peace’

NP,
NP_RELATIVE,
NP_DEF-INDEF,  CPRel_art,

LY =
D, N, PRON. VSO0,

A Gk il v, NP, PP,
4si NP_DEF-INDEF, P, NP,

D, N, | NP_DEF-INDEF,,

Craialali D,. N,

13

dl

i~

Figure 44. C-structure of an Arabic relative clause
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PRED "Gl

SPEC DET 1?| DET-TYPE |:IEf|
i

NTYPE zl NSYN common |

PRED LE<[S:pro], [6:fului], [7:00]>
THS-ASP gl TENSE pres, MOOD Indlcatlive
PRED ‘pro'

TOPIC-REL | pRON-TYPE rel, PRON-FORM sill, PERS 3,
< | NUM =g, GLOSS who, GEND masc, DEF +

PRON-REL [5]

PRED ' ll<[13:al]>'

GLOSS '0'
PRED ‘'al
OBL SPEC | DET 15| DET-TYPE |:Ief|
ADIUNCT { 0Bl }
NTYPE 1c1| NSYN cnmmnnl
PERS 3, PCASE _JI, NUM sg,
HUMAN -, GEND masc, DEF +,
11| CASE gen
T
PRED " i
SPEC DET 12| DET-TYPE nefl
OB &
NTYPE gl NSYN cummunl
PERS 3, HUMAN +, GEND masc, DEF +,
;| CASE acc, NUM dual
SUBJ [5]

. 4 |STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal

| PERS 3, NUM sg, HUMAN -, GEND masc, DEF +

Figure 45. F-structure of an Arabic relative clause

In all other instances the relation in relativeuskes is expressed by equality of
the morpho-syntactic features of the two elemegdg: and resumptive pronoun,

as shown by the functional equation in (211).

(211) (* GF* GF PRED)=c 'pro'

(" TOPIC-REL NUM)=(* GF* GF NUM)

(* TOPIC-REL GEND)=(" GF* GF GEND)
The domain of extraction in relative clauses inakhiesumptive pronouns are
required can be virtually anywhere in the sentemaseshown by the examples
(212)(223). For the sentence in (212) we show the @ira and f-structure

representations in Figure 46 and Figure 47 respedyti
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NP,

NP_RELATIVE,
NP_DEF-INDEF, CPRel_art,
/'.-\\._\. --—_)__. i -\_--\---\_"'\-._\___
D, N, PRON, VS0,
JIdkdy Sl oy, NP, NP,

sl,1 NP_PROPERNAME. NP_DEVERBAL,

N
- Bt
NE Nﬁ NPI?
i JLeas| NP_PRON,,
PRON,,
Figure 46. C-structure of an Arabic relative clause
PRED il
SPEC DET ,; | DET-TYPE dEfl |
NTYPE 2| NSYN :umrnunl
PRED L [Sisis], [Billal]=!
TNS-ASP E,| TENSE past, MOOD Indicative
PRED ‘pro’
TOPIC-REL | PRON-TYPE rel, PRON-FORM I, NUM s, GLOSS which,
7| GEND fem, DEF +
PRON-REL [7]
PRED ‘'JLal<[5:.:4], [12:pro]>"
NTYPE ;| NSYN cc-mmunl
PRED ‘pro’
ADIUNCT { 0BJ PRON-TYPE pers, PRON-FORM L, PERS 3,
12| NUM 50, GEND fem, DEF +
XCOMP FRED ‘it
NTYPE 1,:.l NSYN pruperl
SUBJ
NSEM | PROPER | PROPER-TYPE n.arnel
i}
PERS 3, NUM sg, HUMAN +, GEND masc,
< | DEF +, CASE nom
& | NUM sg, HUMAN -, GEND masc, DEF +
SUBJ [51
| 4|vTYPE main, sTMT-TYPE decl, PASSIVE -, COMP-TYPE verbal
z| PERS 3, NUM sg, HUMAN -, GEND fem, DEF +

Figure 47. F-structure of an Arabic relative clause
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(212)

(213)

(214)

Lellay) i s a1 )i ) Adadll (XCOMP 0OBJ)
an-nugtatu allati ‘arada bis ‘isala-ha

the-point which wanted Bush conveying-it

‘the point which Bush wanted to convey’

) Sl Leagd) (AN J sl (OBJ)
ad-duwalu  allati ’itahama-ha bil-diktatdriyyah
the-countries which accused-it with-dictatorship
‘the countries which he accused of dictatorship’

A gl dpae 8 asl a5 53 ol (SuBJ MOD)
ar-ragulu alladi yatawagadu 'ibnu-hu fi madinati al-falldgah

the-man who exist son-his in city the-Fallujah

‘the man whose son is in Fallujah’

(215) Gainhanddll (3 sin ol sial ) Ol ) Lo 3aaall aeY) 58 Al @l ) El (ADJUNCT OBJ)

(216)

(217)

(218)

(219)

al-qararatu allati tad'd al-'umamu al-muttahidatu fi-ha isra’il
the-resolutions which call the-nations the-uite in-it Israel

‘il 'ihtirami huqgagi al-filistiniyyin

to respecting rights the-Palestinians

‘the resolutions in which the United Nations calisIsrael to respect the
rights of the Palestinians’

Ll sea Al anlidl (OBL OBJ)
al-mafahimu allati yad'a li-’irsa’i-ha

the-concepts which call to-establishing-it

‘the concepts which he calls for establishing it’

Jladll aren Lale il 5 ) diagll (OBL OBJ)
al-hudnatu allti  wafaqgat ‘alai-ha gami'u al-fasa’ili
the-truce which agreed on-it all -thetions

‘the truce on which all the factions agreed’

ekl (e (ajall e i ) JB Al sasiall LY ) (COMP SUBJ)
al-wilauatu al-muttahidatu allati  gala 'inna-ha tadda

the-states the-united which said that-retgnd

al-hirsa ‘ala as-salam

the-keenness on the-peace

‘the United States which he said that it preteneisnkiess on peace’

Gall elandl & 5 ) S Ll o) JB A AL (COMP SUBJ MOD)
ad-dawlatu allati qala ‘inna siyasati-ha ’‘adkat riha

the-country which said that policies-its fostespirit

al-‘ada’i  li--garbi

the-enmity to-the-west

‘the countries which he said that its policies éostl enmity to the West’

140



(220) Al L yad Sy 4 JU ) i g5 (COMP SUBJ MOD)
tinis allati qala 'anna-hu wakaba  tadribata-ha al-‘islahiyyata
Tunisia which said that-he witnessed experiete#e-reformative
‘Tunisia whose reform experience he said that liressed’

(221) s S dadll o) JB Al Al sal) (COMP 0OBJ)
ad-dawlatu allati qala 'inna as-Si'ata  yakrahiin-ha
the-country which said that the-Shiites hate-it
‘the country which he said that the Shiites hate’

(222) 4de (a g 4) JB ) A3l (COMP OBL)
as-salamu alladi gala 'inna-hu yahrisu ‘alai-hi
the-peace which said that-he care  for-it
‘the peace which he said that he cares for’

(223) ol o A3 OV il sl o) Lead JB A Sl yuatl (COMP ADJUNCT)
at-tasrihatu  allati qala fi-ha 'inna ’isra’lla lan
the-statements which said in-it that Israell-wit
tatablla ‘an mabadi’'i-ha
abandon from principles-its
‘the statements in which he said that Israel woll abandon its
principles’

5.5 Unified Analysis of Copula Constructions in LFG

In this section we maintain that a unified analysgishe copula constructions in
LFG is necessary to capture syntactic generalizatidVe discuss the various
options available in the LFG literature and invgste their feasibility, in order
to arrive at the most appropriate representatiomoing so, we make use of the
concepts and mechanisms already available in #madwork of LFG without
violating any fixed conditions or breaking with aagtablished conventions. In
this introduction we quickly review the three stgies used in LFG to represent
copula constructions. In the next section we erplahy a unified analysis is
motivated. Then we explain the implications of atljes in the copula
constructions. Next we proceed into a detailed yamalof each strategy and

provide our reasons for choosing one analysis @&whutling the others.

The treatment of copula constructions in LFG hasnbeutlined by Nordlinger
and Sadler (2006), Dalrymple et al. (2004) and Rq4€96). Although there is
no controversy regarding the c-structure analysisapula constructions in
LFG, different strategies have been proposed #ifgtructure representation of

these constructions.
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One possibility as outlined by Nordlinger and Sad&906) is what they termed
as the “single-tier analysis” where the predicatections as the sentential head
and selects for a subject. The example they mesdiafrom Russian:

(224) Ona Vré
3sg.fem.nom doctor.sg.nom
“She is a doctor.'

F-structure

PRED ‘doctor<{SUBJ)>’
CASE nom
NUM sg
PRED ‘pro’
NUM sg
SUBJ GEND fem
PERS 3
| CASE num |

Figure 48. F-structure of a Russian copula sentence

Nordlinger and Sadler point out that this analysislso possible, at least in
theory, for languages which have overt copulas sscknglish. For example in
the sentencele is famoughe adjectivdamouscan select for the subject and the
copulais functions only as a tense marker. They also mbaké&ar that in the
LFG literature the tendency in analyzing languagéh explicit copulas is to

adopt one version or the other of the double-tedysis.

The double-tier analysis is another possibility f@presenting the copula
construction. In this approach both the subject #rel predicate function as
arguments within the structure. Dalrymple et aDO®) made a more detailed
discussion of this type by dividing it into two Bificantly different variants.
The first is to consider the predicate as a clasmdplement PREDLINK and
the second is to consider it as an open compleX@@MP. Figure 49 shows all

possible analyses of copula constructions in LFG.
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Copula Construction

Single-tier analysis Double-tier analysis

Closed Complement Open Complement

Figure 49. Possible Analyses of Copula Constructignn LFG

In the closed complement analysis, the main préglicd the sentence is
provided by the copula. Figure 50 shows the dotibteclosed function analysis

of the English sentence in (225).

(225) She is a doctor.

[PRED is<("SUBJ) (*PREDLINK)>" ]
SUBJ PRED ‘pro’

NUM sg

GEND fem

PERS 3
PREDLINK |PRED ‘doctorf

NUM sg

Figure 50. A double-tier, closed-complement f-struare representation

For languages with no overt copula the main predics provided by special
annotations on phrase structure rules. Nordlinger Sadler (2006) provide a
reasonable account of where this unseen predigatmming from. They argue
that the main predicator is not an elided copul& &uhigher structure that

governs the whole sentence:

... these verbless clauses have a more hierarchitaldture in which the f-
structure of the non-verbal predicate functionaraargument within a higher f-
structure which itself has a PRED, but where there overt syntactic element

corresponding to this predicate in the c-struct(Merdlinger and Sadler, 2006)
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For the Russian example in (226a), we have thasghstructure rules in (226b)

which produce the f-structure in Figure 51, all @ed from Dalrymple et al.

(2004).

(226) a. On student.
he student
‘He is a student.’ (Russian)

b. Phrase structure rule

S —+ NP VCop V €
(tsuBn= 1=l (f PRED)="be<SUBJ PREDLINK>>’
(T TENSE)=present

[PRED ‘null-be<( SUBJ) (PREDLINK)>']
SUBJ PRED ‘pro’

NUM sg

GEND mas

PERS 3
PREDLINK |PRED ‘student’

NUM sg

Figure 51. F-structure of a verbless copula constation

NPV APV PP
(4 PREDLINK)=]

The second variant of the double-tier analysishef ¢copula construction is the

open complement analysis where the structure igsuto functional control. In

this analysis the predicate selects for a subjdutiwis controlled by the main

subject of the sentence. The French example (223 }te f-structure in Figure
52, both from Dalrymple et al. (2004).

(227) Elle est

petite.

she.F.SG is small.F.SG
‘She is small.” (French)

[PRED

SUBIJ

XCOMP

Figure 52

‘be<XCOMP>SUBI
PRED ‘she’
NUM sz |1
GEND fem

[PRED ‘small<SUBJI>’
SUBI []1

|

. Open function analysis of copula constations
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According to Dalrymple et al. (2004), this analysigails that the lexical entry
of the predicate subcategorises for a subject anthms a control equation as
shown in (228).

(228) petite { PRED) = ‘small<¢SUBJ)>’

(™ SUBJ NUM) =c sg

(" SUBJ GEND) =c fem
The conclusions reached by Dalrymple et al. (20@dje not conclusive. They
said that the XCOMP analysis is “appropriate fansaopular constructions but
not for others, even within the same language”.yTpeinted out that more
syntactic tests need to be identified in order d®términe the status of a
postcopular constituent both within and across uaggs”. However, this
research left the general perception that the dpection is the preferred
analysis. XCOMP has effectively replaced PREDLINK the XLE English
grammar and the DCU LFG-based probabilistic parser.

Nordlinger and Sadler (2006), on the other harmtedhat the default structure
is the single-tier analysis for copula-less langsagvhile languages which use
overt copulas can choose a version of the doubteatialysis. Their focus was
on emphasising the flexibility of the LFG framewadkher than searching for a

unified analysis.

In the absence of positive evidence to the contrdrg single-tier analysis
(which is more economical in assuming less stregtig the default hypothesis

for verbless clauses cross-linguistically. (Nordénand Sadler, 2006)

5.5.1 Motivation for a Unified Analysis

A critical point in the syntactic analysis of coputonstructions in the LFG
literature is that it provides more questions theamswers. The conclusion
Dalrymple et al. (2004) reached is that a unifiedlgsis of copula constructions

is not possible either cross-linguistically or oesithe same language.

The fact that different constituents can behavefedihtly in copular
constructions means that the full range of copuanstructions must be

examined within a language in order to analyzeoihgletely. That is, the fact
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that one type of constituent requires a certaityaigaof copular constructions
does not guarantee that other, superficially simdanstructions will be

amenable to the same analysis. (Dalrymple et@D42p. 191)

Nevertheless, when talking about Russian, wheredpela is null in the present

tense but overt in the past and future tenses,dhiely

For such languages, there does not appear to bewagnce that the copula-
less constructions have different syntax (or seimsntfrom the ones with
copulas. As such, a unified analysis is desirdbdtavever, a unified analysis is
possible for all languages in which the occurreot¢he copula is (partially)

governed by tense. (Dalrymple et al., 2004, p. 192)

The indeterminacy in the LFG literature regardingpula constructions
constitutes practical and theoretical challenges doammar writing. The
practical challenge is that for a new grammar fiasd to make a choice to adopt
a representation without clear-cut, well-definedtecia. Instead, a grammar
writer is advised to examine the full range of dapconstructions and observe
the behaviour of different constituents in the joatk position to check whether
the copula is overt or non-overt, obligatory or iopal, and whether the
agreement between subject and predicate is magdfesbrphologically or not.
Nevertheless, these criteria are considered as catber than measurable and
definite tests. The theoretical challenge is thah whree acceptable f-structure
representations, generalizations about the predradtsyntactic structures are
not captured either cross-linguistically or insitie same language. We believe
that this divergence is motivated at the c-striectavel but not at the f-structure
level which is supposed to provide a deeper reptasen. The presence vs.
absence of a copula and the presence vs. abseno®rphological features
denoting agreement can be considered as paramefersriation across
languages. By failing to reach a unified analysis fail to represent the

universal syntactic function of a non-verbal pratic
Although Nordlinger and Sadler (2006) expressed tta@nviction that there is

no a priori reason for copula constructions cross-linguidiycal have the same

syntactic structure and that it should be left mgmpirical issue, they could not
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help raising the question again after surveying tifpological differences in

copula constructions:

The fact that the choice of strategy in a giverglage can be influenced by
superficial matters of grammatical encoding ratbesinteresting question as to
whether the alternative strategies are externadifindt but correspond to the

same f-structure. (Nordlinger and Sadler, 2006)

Different types of copula constructions can be mmred as merely different
strategies or “paradigmatic alternations” (Nordéngand Sadler, 2006) to
express the predicational relationship. This déffee should be expressed in the
c-structure level, rather than the f-structure let&ery language sets different
conditions on the order of the constituents, hovgedparate between them and
how to relate them to each other. By making th&uesure follow the trail of
these strategies, we fail to capture the functiogaheralizations of the
predicational construction crosslinguistically asellwas inside the same
language. We are proposing that f-structure shdadd grounded, as it is
supposed to be, on a functional basis rather thaypa@logical basis. Dyvik
(1999) emphasised the idea that f-structures aftsiveay from constituent order
typical of c-structures, and even assumed thatutgires are universal “in the
sense that translationally corresponding expressianross languages are
assigned the same (or closely similar) f-structures

We propose that it is preferred to provide a udif@malysis of the predication
relations cross-linguistically, so that functiorgdrallelism among functionally

equivalent constructions can be maintained

We believe that the source of confusion in arrivetga unified analysis of
predicational constructions crosslinguisticallyhat most analyses are misled by
the divergent surface representation and paradignasiernations and fail to

capture the underlying generalizations.

The concept of parallel levels of representatiom isasic assumption in LFG
where the c-structure variations do not affectdia¢us of grammatical functions,
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and that semantic roles are distinct from gramrabfimctions. For an example,
the subject can be expressed in various ways itnuctare, it can be an NP
clause, a CP clause, an affix on the verb or apgeyooun with no node in the c-
structure, yet the grammatical function of SUBJ assigned to all these
variations as the f-structure represents a deepeel |of representation.
Furthermore the SUBJ can be assigned different sienles, as pointed out
by the examples in (229) from Ladrup (2006).

(229) a. He ran home (agent SUBJ)
b. He fell down (theme SUBJ)
c. He fantasized (experiencer SUBJ)

d. There is a problem (non-thematic SUBJ)

The distinction between c-structure and f-structogs been maintained, to a
great extent, in most syntactic structures, buhlie obvious exception of the
predicational constructions. Predicational struetuare fundamentally similar,
crosslinguistically, and yet they receive divergéstructure analyses in LFG.
We need to represent the predicate as a gramméticetion that can have
various c-structure representations, one grammnaticection, and ultimately

different semantic roles: predicative, equativeatemnal, temporal, etc.

Contrary to what is maintained by Dalrymple et(@004) that each language
can choose either to make its predicates as clmsegen complements, or even
closed for some and open for the others, we propoae the predicational
structures receive a default f-structure analylseg expresses the existence of
subject (SUBJ) and predicate (PREDLINK) as pringityrammatical functions
and to consider the use of a copula as a paramiet@riation across languages.
English uses a copula not because adjectives canibohtegorize for subjects,

but because English chooses the “copula +” paramete

Case marking, word order and agreement featureéste between the subject
and the predicate are parameters of variation adanguages. It is also a matter
of variation among languages to decide how to detlime subject and predicate,
perhaps only by juxtaposing the two elements ainbgrting a pronominal or by
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using a copula verb. In his typological study opala constructions Curnow
(2000) points out that the choice of strategy faraeling the copula construction
is conditioned by various factors.

The choice of construction in these cases depemms wiscourse and
grammatical factors such as tense and aspectjtgpthe status of the clause as
main or subordinate, the person of the Copula stibged the semantic relation

expressed (identification or classification). (Cusn 2000, p. 2)

Some other syntactic theories have tended to rém®ghe copula constructions
and treat them in a somewhat uniform way. Withia framework of HPSG,
Avgustinova and Uszkoreit (2003) identified six égpof copula constructions in
Russian, only one of them (short adjectives, oedjes which are lexically
predicative) being given a marked analysis, while test receive the same
representation, regardless of whether the coputaeisent or not, obligatory or
not. The same tendency is expressed in the Minsthapproach by Adger and
Ramchand (2003) where they analyzed the variousil@oponstructions in
Scottish Gaelic as having the underlying represiemaof Predicate Phrase
(PredP).

The argument we propose for a unified analysisopluta constructions is based

on the following premises:

1. The subject-predicate relationship is a universalamgnatical
relationship that is found cross-linguistically. pbjogical studies of
copula constructions never reported the absenteiotlause type in a
certain language. Pustet (2003) reported thatdssrarguments against
the universality of the predicate function haveerdween proposed.”

2. The distribution of copulas varies crosslinguidticarhis is a language-
specific variation. Some languages use them alengaatic lines, others
along morpho-syntactic lines, others along lexiices, etc.

3. Adjectives have a special affinity to nouns witkemnstructions whether
when they are used attributively or predicativelyhis affinity does not
obliterate their syntactic functions in the pretikcgosition, or allow

them to subcategorize for a subject.
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Our chosen analysis is the double-tier analysisclvhuses the closed
complement PREDLINK as a specialized grammaticattion for the predicate.
In defending our chosen analysis we discuss ther @hernatives and examine
their feasibility, and we also discuss the credipibf the objections raised
against our analysis of choice. In doing so, we enake of the mechanisms
already available in the framework of LFG withoulating any fixed condition
or breaking with any established conventions.

5.5.2 Divergent Strategies of Copula Constructions

Many languages have a copula verb that heads aaca@pustruction, yet in
many other languages constituents are merely jog&gp and no copula verb is
used. Typological studies (Curnow, 2000, Pustdd32@how that between these
two poles there is a large spectrum of variationthiea strategies used and
constraints applied in the use of copula constoasti We will avail ourselves
here of the increased attention that has beentpaite copula constructions in
LFG and other syntactic theories, as well as tygioll studies. In this section
we study the copula constructions in five seletéedjuages in order to obtain a
better understanding of the phenomenon and obdbevénteresting variety in

the choice of strategies used in this relationship.

In this section we show how the interplay of syntaxd semantics in the
predicational constructions leads to the use oferd@nt strategies in the
formation of copula clauses. Semantic considerateme significantly involved
in the choice of the strategies employed in expmgsthe copula construction in
many languages, or as Pustet (2003) puts it, “seosanonditions linguistic
form”. This tight relationship between syntax amenantics is also observed by
Adger and Ramchand (2003):

... there is an extremely tight relationship betw#ensyntax and semantics of
predication, and that semantic predication alwagsl§ off a syntactic structure
containing a predicational head. (Adger and Ram#h2003, p. 325)

The languages we choose to analyse are Arabic,idug8vgustinova and
Uszkoreit, 2003), Irish (Carnie, 1997), Chinese n@,a2001), and Scottish
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Gaelic (Adger and Ramchand, 2003). These languageslivergent strategies
and set various conditions on the constructionopiuéa clauses. The main point
we want to make through in this section is thatutagonstructions use different
strategies to encode essentially one and the sementatical function.

Arabic uses different strategies to express thdigagonal relationship. The two
elements (subject and predicate) can merely bepased to express predicative
and locational relations in the present tensen 4830). When the predicate is an

adjective it agrees with the subject in number gender, as in (231)—(232).

(230) Ll B dall
ar-ragulu fi ad-dari
the-man in the-house
‘The man is in the house.’

(231) m S dalN
ar-ragulu karimun
the-man.sg.masc generous.sg.masc
‘The man is generous.’

(232) ZaSsial
al-mar’atu karimatun
the-woman.sg.fem generous.sg.fem
‘The woman is generous.’

A pronominal must be inserted between the subjedttiae predicate in equative

relations when both elements are definite, as33)2

(233) bl s A
"ab-1 hwa at-tabibu
brother-my he the-doctor
‘My brother is the doctor.’

A copula verb is used in the past and future tenaed also in the negated
present, as shown in the examples in (234), (288)236) respectively.

(234) LS dallligs
kana ar-ragulu kariman
was the-man generous
‘The man was generous.’

(235) 1ol ol ) Sas
sayaklnu at-tagriru  gahizan
will-be the-report ready
‘The report will be ready.’
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(236) eSS daLll Gad
laisa ar-ragulu kariman
is-not the-man generous
‘The man is not generous.’

Russian (all examples taken from Avgustinova anakboeeit, 2003) also

employs various strategies. The following examgievss the Russian short
adjective. This is the adjective which can onlyused predicatively while its

attributive use is not allowed. In the present ¢eth® copula is not allowed, as in
(237a), but must be used in the past and futuseteras shown in (237b).

(237)a. On gord rezul'tatami.
he.NOM.SG.M proud.PRD-ADJ.SG.M results.INST.PL
‘He is proud of the results.’

b. On ne byl gord rezubtai.
he.NOM.SG.M not was proud.PRD-ADJ.SG.M resiNIST.PL
‘He was not proud of the results.’
In the examples in (238) ordinary adjectives andns are used in predicative
(ascription) constructions. The use of a copuld varthe present is unnatural

while a copula must be used in the past and fuaurges.

(238) a. On durak | tyls
he.NOM.SG.M fool.NOM.SG.M | fat.NOM.SG.M
‘He is a fool | fat.’

b. On byl durak tolptyj
he.NOM.SG.M was fool. NOM.SG.M | fat. NOM.SG.M
‘He was a fool | fat.’

In equative (identificational) construction, as whoin (239), an overt copula
can be used in the present tense. But in the abs#raccopula the left periphery
must be separated from the right periphery intomaliy by a pause and
orthographically by a dash. Still the past andrieitmust use overt copulas.

(239) a. On est’ brat Maksima.
he.NOM.SG.M is brother.NOM.SG.M Maxim.GEN
‘He is Maxim'’s brother.’

b. On - brat Maksima.

he.NOM.SG.M brother.NOM.SG.M Maxim.GEN
‘He is Maxim'’s brother.’
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In the localization (locational and temporal), &wn in (240), predicational
constructions again the copula is unnatural inpfessent and is required in the

past and future.

(240) Boris na sobranii.
Boris.NOM at meeting.LOC
‘Boris is at a meeting.’

In predicational constructions denoting existenod possession, as shown in

(241), the use of the copula is optional.

(241) a. Za uglom (est’) magazin
behind corner.SG.M.INST (is) store.NOM.SG.M
‘There is a store around the corner.’

b. U Kati (est’) samovar.

at Katia.GEN (is) samovar.NOM.SG.M

‘Katia has a samovar.’
In modern Irish (all examples from Carnie, 199%&rthare two types of copula
constructions according to whether the relatiopredicative or equative. In the
predicative construction, as shown in (242a), thyeuta verb is followed by the
predicate which is followed by an optional agreenmearpheme, and the subject
comes in the final position. In the equative cangion, as shown in (242b), the
copula is followed by an obligatory agreement mermk which is followed by

the subject and the predicate comes last.

(242) a. Is dochtuir  (€) Seamus
COMP doctor (AGR) Seamus
‘Seamus is a doctor.’

b. Is e Seamus an captain

COMP AGR Seamus the captain

‘Seamus is the captain.’
From the above examples we notice that Irish hasdifferent strategies (word
order and the agreement morpheme) in encoding tpula@ construction
according the two different semantic domains. Téraantic distinction between
equative and predicative gives a straightforwanglaation of the differences in
word order and obligatory vs. optional presenc¢hefagreement morpheme in

Irish.
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In Chinese (all examples from Tang, 2001) the capdrbshi is optional in
predicative sentences, as shown in (243), and ablig in specificational and

eguative sentences, as shown in (244).

(243) Zhangsan (shi) Zhongguoren.
Zhangsan be Chinese
‘Zhangsan is a Chinese.’

(244) Wo mai de *(shi) zhe duo hua. (specificatlpna

| buy DE be this Cl flower

‘What | bought is this flowers.’
Moreover, predicative copula constructions are tamed by more detailed
pragmatic considerations. In the example in (24&) predicate expresses the
speaker’s opinion or attitude and the clause isngratical. Contrastively, the
example in (246) expresses a fact and, therefére, ctause is considered

unnatural or incomplete.

(245) Zhangsan shagua.
Zhangsan fool
‘Zhangsan is a fool.’

(246) ??Zhangsan xuesheng.
Zhangsan student
‘Zhangsan is a student.’
There are certain conditions that must be realinedake the predicate in (246)
more natural. For example the predicate can be fraddby an evaluative
adjective, as in the example (247), or specifiedabyoun in compounding

construction to make the predicate more complatshawn in (248).

(247) Zhangsan hao xuesheng.
Zhangsan good student
‘Zhangsan is a good student.’

(248) Zhangsan daxue sheng.
Zhangsan university student
‘Zhangsan is a university student.’

Scottish Gaelic (all examples from Adger and Ramdh2003) shows as well
interesting variations. A copula construction istied from an AP or PP in the
predicate position, as shown by the examples i8)(34d (250) respectively.
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(249) Tha Calum faiceallach.
Be-PRES Calum careful
‘Calum is (being) careful.’

(250) Tha Calum anns a’bhuth.

Be-PRES Calumin the shop

‘Calum is in the shop.’
However, when an NP is placed in the position efghedicate the construction
is ungrammatical, as shown in (251) below, andepgsition is needed, as in
(252). The preposition incorporates a pronoun wlaghees with the subject.
This is explained by Adger and Ramchand by the tfzatt APs and PPs denote
eventuality (stage level), while NPs lack eventyalindividual level). This is

why an expletive preposition is needed.

(251) *Tha Calum tidsear.
Be-PRES Calum teacher
‘Calum is a teacher.’

(252) Tha Calum ‘na thidsear.
Be-PRES Calum in+3sg teacher
‘Calum is a teacher.’

In predicative construction Scottish Gaelic can asanverted structure where

the predicate precedes the subject, as in (253).

(253) Is  mor an duine sin.
COP big that man
‘That man is big.’

In equative constructions where a DP is used asedigate, a third person

masculine pronoun must be inserted after the copslan (254).

(254) ‘'S e Calum an tidsear
COP 3sg Calum (DP1) the teacher (DP2)
‘Calum is the teacher.’

Adger and Ramchand (2003) assumed that the diffef@ms of copula
construction have essentially one underlying stmgct They attribute the

divergence in structure to the particular semaspicification of the predicate.
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5.5.3 Adjectives as a Hybrid Category

With regard to the predicational construction, atijes are receiving more
attention in LFG, as well as other theoretical fesvorks than any other
constituent, to the extent of blurring the predmaal relationship itself. The
short form predicative adjectives in Russian hasenbconsidered as predicators
(Avgustinova and Uszkoreit, 2003). They are alsosatered as the main head
of the copula construction in HPSG (Adger and Randh 2003). Similarly
Nordlinger and Sadler (2006) draw evidence for Hiegle-tier analysis of
copula construction in LFG mainly from the behaviai adjectives in some
languages where they carry verbal morphology suciAlzkhaz. Nevertheless
they also emphasise that nominal predicates in danguages (such as Bininj

Gun-wok) show verbal morphology.

Dalrymple et al. (2004) follow this trend and makelear dichotomy between
adjectives and other constituents in the predigatsition by assuming that
Japanese adjectives (where a copula is optionattitn as the main head and
subcategorize for the clausal subjects, whereassn@uhere a copula is always
required) function as closed complements. Moreosry used agreement
between predicative adjectives and subjects, #seifrrench examples in (255),

as the main argument for the open complement aralys

(255) Elle est petite.

she.fem.sg is small.fem.sg

‘She is small.’
Therefore, we think that a special section on djes is motivated to account
for the peculiar behaviour of adjectives and to fxm in perspective to other

constituents.

Syntactic and typological studies have viewed dbljes as a category that falls
in the middle between nouns and verbs. Bresnarbjj@®posed a set of tests to
distinguish adjective from verbs, and discussed shmantic and syntactic
constraints that govern the conversion of verbe mudjectives. Beyssade and
Dobrovie-Sorin (2005) on the other hand contrast#jéctives to nouns, stating

that nouns denote sets of individuals while adyesti denote properties
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instantiated in individuals. Pustet (2003) in hgyalogical study of the copula
constructions has viewed adjectives as a hybridgoay, with both verbal and

nominal characteristics.

To put adjectives in perspective, we need to vieev relationship between the
subject and prototypical predicate as the relatignbetween a slot and filler, or
analogically between a host and a guest. A hostlggous to the subject) can
invite many guests (predicates), as illustrate@ahle 9.

host/subject | copula guest/predicate

a shamble

good

the idea 5 out of date

in my head

that we need more time
affording more money

Table 9. The host-guest relationship between the lsiect and the predicate

One of the guests (the adjective) shows a speffiaita with the host. This
affinity is revealed as they have matching qualitf@agreement) and they are
sometime seen together without an intruder (shdjgctives in Russian forbid
the use of a copula verb). This, however, neitheams that all other guests
should be entangled in this affinity nor that thee@al guest is not a “guest”.
This analogy means that the predicational relaligmsust be viewed across the
board. All predicates stand in a functional preticcel relationship to the

subject as they all say something about the subject

5.5.4 The single-tier analysis

Now we are going to go into the details of the efi#éht approaches to dealing
with copula constructions in LFG, and we are gdiagjuestion their validity

one by one. The first approach is the single-tralysis. In this approach the
predicate (or the copula complement) is taken tthbehead of the construction
that subcategorizes for a SUBJ. Dalrymple et @042 stated that this is the
chosen analysis for Japanese adjectives in thecptedoosition where a copula

is optional. In this case the adjective is congddahe head whether the copula is
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overt or non-overt. The examples in (256) both himeesame open function f-

structure as shown in Figure 53.

(256) a. hon wa akai
book red
‘The book is red.’

b. sono hon wa akai desu
this book red is

‘This book is red.’ (Dalrymple et al., 2004)
PRED ‘red<¢ SUBJ)>’
SUBJ [PRED  ‘book

Figure 53. F-structure of a Japanese copula sentemc

On the other hand, with Japanese nouns the copuleguired and therefore it

cannot accept an open function.

Dalrymple et al.’s (2004) argument for this anays that, as the copula is
optional, the adjective provides the main PRED tfeg clause. They assumed

that an adjective has a subcategorization powepecable to a verb.

... the adjective is the syntactic head of the pr@digphrase. If this is not
considered a sufficient criterion for assuming thtasubcategorizes for the
(prototypical) subject of the sentence, then evenassumption that ordinary
verbs subcategorize for subjects may be calledgngstion. (Dalrymple et al.,
2004, p. 191)

However, Dalrymple et al.’s (2004) analysis is ameentional, according to
Harold Somers (personal communication 18 Janua®dgR@Eomers explains that
Japanese adjectives belong to two subclasses,fomaah (i-adjectives) has all
the paradigmatic characteristics of verbs, and istergially marked
morphologically for tense, negation and politenesdile the other (na-
adjectives) requires a copula. The adjectkai means ‘be red’, since the word
for ‘red’ is aka The worddesuin (256b) is just the polite form of theending.

The copula is needed in the polite form, not othesw
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The main argument for the single tier-analysishi@ tase of Japanese sentences
is that if the copula can be omitted then the cemgnt is open, and if the
copula cannot be omitted then the complement isedoHowever, there are
many reasons to counter this argument. First,itip®thesis fails to capture the
generalization of the copular structure, and allowstructure variations to
penetrate into f-structure, which is supposed t@ @ deeper representation of
the structure. We believe that it is important iewthe syntactic position of the
predicate in its totality. This position can beleil by an adjective, noun,
preposition, adverb, or complement clause. Somstitoants may have certain

requirements, but the syntactic function is stié same.

Second, in our view, the presence vs. absence afpala is not enough to
motivate a divergent analysis for the same symtatinction. Copula use is
conditioned in many languages according to humecon$exts; even in English
the presence of the copula is not required in sotallses, such as the examples
in (257).

(257) a. | consider him a monster.

b. | consider him to be a monster.

Predicates require overt/non-overt copulas depgnaimvarious criteria, such as
the type of the constituent (adjective or nounad@&se), tense (Arabic, Hebrew
and Russian require an overt copula in the past fahde), or formality

(Japanese polite forms involve a copula). This shthat the requirement of an
overt copula is triggered according to differenbhditions in different languages.
So posing different syntactic representation fadlscapture the generalization

shared across these languages.

Third, while it is true that the adjective is a hgbcategory (Pustet, 2003), the
verb’s power to project onto the sentence struatareot in any way be rivalled
by any other lexical item. Verbs are the “inhergredicators” (Avgustinova and
Uszkoreit, 2003), and they are the uncontestediqatms in the general case
(Bresnan, 1995). Moreover, verbs and adjectivestion in basically different

relationships. In the subject-predicate clausespiteglicate gives information

about the subject, while in the verb—subject clauiee subject is generally the
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doer of the action which in most cases carries ribles “volitional” and

“agentive”.

Fourth, the predicate cannot be the head becaudee& not operate on the
subject nor does it assign case to it. The evidércthis comes from Arabic. In
Arabic, the verb assigns the nominative case tostligect and the accusative
case to the object, and no other operator can ideers power. Similarly, the
preposition assigns the genitive case to the gbgead no other operator can
override its power either. However, in copula cangions the subject and

predicate take the default case, i.e. the nomieaase, as in (258).

(258) S dall
ar-ragulu karimun
the-man.nom generous.nom
‘The man is generous.’
If the sentence is introduced by an affirmativetipl, the subject takes the

accusative case and the predicate remains unchaaged(259).

(259) aSdall o)
‘inna ar-ragula karimun
indeed the-man.acc generous.nom
‘The man is indeed generous.’
If the sentence is introduced by the copula vé&tlkana ‘was’ the predicate takes

the accusative case and the subject remains unethaagin (260).

(260) LS dalll o

kana ar-ragulu kariman

was the-man.nom generous.acc

‘The man was generous.’
So, even though the subject and predicate remgacext, external operators
can change their cases, which is not possible g ather governable

relationship.

Nordlinger and Sadler (2006) pose a more powerfofivation for the single-
tier analysis, that is the case of predicates witty verbal morphology. In
some languages the predicates carry morphologeatufes (such as tense,

mood and aspect) that are normally specificallydaid on verbs, but not on
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nouns. This is shown by the example from the AbKaaguage in (261) from
Nordlinger and Sadler (2006).

(261) Da-psd-w-p’.

38G.5BJ-dead-PRES-DECL

‘He is dead.’
Avgustinova and Uszkoreit (2003), in their HPSG Igsia of the copula
constructions in Russian, present an attitude ihatimilar to the single-tier
analysis in LFG. They assume that Russian shomctdes are “Lexically
predicative non-verbal categories” that subcategorior a subject. Short
adjectives are distinct from all other constituemstwo ways. First they are
exclusively used as predicates, and their attieutise is ungrammatical.
Second, an overt copula is not allowed with shdge@ives in the present tense.
This is shown by the example from Russian in (288N Avgustinova and
Uszkoreit (2003).

(262) On gord rezul'tatami.
he.NOM.SG.M proud.PRD-ADJ.SG.M  results.INST.PL
He is proud of the results.

Unlike Avgustinova and Uszkoreit (2003) who anatysbe predicate as a
subcategorizing head in a single case only (shdctives) while giving a
different analysis to all other copula constructiblordlinger and Sadler (2006)
took the existence of a verbal morphology on adjest and nouns as an
evidence of the single-tier analysis in generatheuit restricting it to certain

constituents or conditions.

In principle we need to allow grammatical functidonsbe expressed differently
in different languages and in different contextsewehthere is a real motivation.
For example, objects in one language can be reti@sr@bliques in another. So
the existence of verbal morphology on the predicad&y be considered enough
in our estimation to trigger a single-tier analydis this case we say that the
predicate expresses itself in a specific languagkia specific conditions as a
subcategorizing head, while for the rest of thestiturents the relationship is
expressed as a subject-predicate binary relatipnsAs Avgustinova and

Uszkoreit (2003) pointed out the predicate positan be filled by various types
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of constituents to express different semantic rolsch as equative,
specificational, existential, locative, possessete, So if we assume that a noun
or an adjective may subcategorize for the mainesitlgf the clause, how can we
account for the subject when the predicate is gqsiéonal phrase or a

complement phrase?

Regarding Avgustinova and Uszkoreit’s (2003) analgd short adjectives, we
can counter their analysis with two arguments.tFtre justification that short
adjectives are used predicatively but not attrimiyi may be motivated by
semantic or pure lexical idiosyncrasies. Puste®032(@oints out that in English
there are both adjectives that cannot be useduatitrely, as in (263), as well as

adjectives that cannot be used predicatively, §264).

(263) a. The man is ready.
b. *aready man

(264) a. the former president

b. * the president is former
In English also there is a whole class of adjestiveat are restricted in their use.
A patrticipial adjective can serve in the attribetposition but not the predicative
position, as shown in the examples in (265) an®).Zbhis can be explained as
restrictions in the lexical properties of certadjemtives or structural constraints
related to adjectival derivation, rather than reprging different syntactic

functions.

(265) a. an escaped prisoner

b. *the prisoner is escaped

(266) a. a fallen leaf
b. *the leaf is fallen

Second, the copula is used with short adjectivaberpast and future tenses, as
shown in (267) from Avgustinova and Uszkoreit (200Bhis means that the

short adjective’s power as a main predicator idesind.

(267) On byl | budet gord rezul'tatam
he.NOM was | will-be proud.PRD-ADJ.SG.M results.TNBL
‘He was | will be proud of the results.’
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The strongest argument against the validity andeggnapplicability of the
single-tier analysis is put forward by NordlingerdaSadler (2006), that is the
case of tense stacking in languages such as Taxdreae there are two sets of
tense affixes: one marking independent nominaleteasd the other marking
propositional tense, as shown in (268).
(268) Pi-ya-dapana-miki-Ri-naka.

2SG-POSS-house-PST-NF-PRES.VIS

‘This is what used to be your house (I can seg(itariana: Nordlinger

and Sadler, 2006 citing Aihkenvald, 2003)
Nordlinger and Sadler (2006) emphasise that a esitigt analysis of such
constructions will result in a conflict in the tengeature, and that it must be
analysed as a double-tier construction where thsrawo levels of f-structure:
one level stands as the locus of the nominal tandethe other level the locus of
the propositional tense.

5.5.5 The double-tier open function analysis

Now we are going to investigate the second apprdachnalysing the copula
constructions to check its validity. The double-tmalysis is different from the
single-tier analysis, as noted earlier, in thatte double-tier analysis the
predicate is not considered as the clausal headman predicator. The

predicator is either the copula, when it is presenta higher structure (dummy
predicate) when no copula is used. Nordlinger aadle3 (2006) did not delve

into the investigation of the distinction betweée two variants of the double-
tier approach, i.e. open and closed copula compisnand represented both

types simply as GF.

Dalrymple et al. (2004) consider that the open fiomcXCOMP analysis is the
chosen representation for languages where thegatedshows agreement with
the subject, and cite the French example, repratiase(269), for which they
proposed the f-structure reproduced as Figure 54.
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(269) Elle est petite. (Dalrymple et al., 2004)
she.F.SG is small.F.SG
‘She is small.’

[PRED  ‘be<XCOMP>SUBI’

FPRED ‘she’
SUEBJ NUM sg 1

GEND fem

XCOMP

SUBI []1

[PRED ';111&11{SUBI>'j|
Figure 54. An open complement f-structure of a Frech copula sentence

Dalrymple et al. argue that the motivation for thisalysis is first that “the
adjective simply agrees with its own SUBJ, in tlzane way as verbs do.”
Second, the XCOMP analysis allows us to write sanghd standard control
equations, as in (270) on the lexical entry of #ufjective to specify the
agreement features.

(270) petite { PRED) = ‘small <SUBJ>"
(1 SUBJ NUM) =c sg
(1 SUBJ GEND) =c fem

They (bid.) maintained that the closed complement PREDLINKIygsis, shown

in Figure 55, will result in non-standard inside-@ontrol equations, shown in
(271).

FEED ‘be<'SUBJ.PREDLINK>"
PRED ‘she’
SUBT NTM 5E

GEND fem

PREDLINK |PRED '2;111311']

Figure 55. A closed complement f-structure of a Frech copula sentence

(271) petite { PRED) = ‘small’
((PREDLINK 1) SUBJ NUM) =c sg
((PREDLINK 1) SUBJ GEND) =c fem
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Third, they assumed that “the XCOMP analysis alldats a much simpler
analysis and one which is similar to that of otlbases of subject-predicate

agreement, such as subject—verb agreement.”

Unfortunately, all of these motivations are quesdidle. First French adjectives
do not agree in the same way as verbs. French agpe® in person with their
subjects while adjectives do not. In our view agreet alone is not enough to
justify the claim that the predicate subcategoripeshe subject. Agreement is a
relation that holds between a verb and subject, @sd between a noun and
adjective, a noun and relative pronoun, a nounderdonstrative pronoun, etc
Dalrymple et al. themselves questioned the fedisilmf agreement alone as a

reason for justifying an open function.

In other languages, however, some considerations waaken the status of
agreement as an argument for assuming an XCOMRsasaln languages like
Norwegian, for example, there is no subject-verteagent, so that subject-
adjective agreement must be treated differentlynfeubject-verb agreement in
any case. Another issue is that predicative adiecagreement may be
governed by semantic rather than syntactic featyBedrymple et al., 2004, p.
196)

It is quite reasonable to maintain that agreemetwéen subject and predicate is
governed by the semantics rather than the syntaixs i why the English
example in (272b) is ungrammatical while the otreesacceptable. This shows

that agreement here is not captured merely thrgugmmatical rules.

(272) a. They are doctors.
b. *They are a doctor.

(273) a. They are the cause of our trouble.
b. They are a big problem.

Second, simple standard equations can be writtespezify the agreement
relation without the inside-out non-standard orig. the equation need not be
written in the lexical entry of the adjective, assi practically and theoretically
implausible to say that the lexical entries of alfliectives and nouns
subcategorize for subjects and that they agree thghsubject. We adhere to
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Rosén’s (1996) view that the relation between thbjext and predicate is
governed by the structure and so the agreemenifispgons must be written in

the phrase structure rules.

In Maori, the first NP is the predicative complememd the second is the
subject. Since this information comes from the ayr&nd not from the lexicon,
it might seem natural to let the phrase structwie for this sentence type
introduce a PRED that could subcategorize for th@setions. (Rosén, 1996)

As we adopt a constructional approach to the coglalases, we believe that the

agreement equation should be placed in the phtasgwge instead, as in (274).

(274) s_. NP VCop V € NP V AP
(1 SUBJ)= 1=l (+ PRED)="be<SUBJ,PREDLINK>' (+ PREDLINK)=!
(+ TENSE)=pres ( GEND)(1 SUBJ GEND)

(t NUM)=(1 SUBJ NUM)

Third we do not need to analyse copula construstionthe same way as
subjectverb constructions as they are syntactically, seéicaly and

typologically different. They use different syntact structures cross-
linguistically to denote different sorts of relatghips and semantic roles. We
need to formalise the analysis of the predicatioc@hstructions instead of
making them a subset of the subjeetrb constructions. Subjegiredicate

constructions are fundamentally different from sgbjverb constructions in the

following ways.

1. They express relations rather than actions or svent

2. They are usually shorter.

Verbless [copula-less] clauses differ from verbbalses (apart from the
use of the verb) chiefly in the number of constitiseused. Verbal
clauses often have, beside the verb and its sulgeetral constituents
which modify the verb, and are related to eachrotimdy through their

relationship to the verb. Verbless clauses arecijlyi composed only
of two constituents, which are in some way equdigdhe structure.

(Revell, 1989, p. 1)

3. They use a semantically void copula verb or no atrll.
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It has been the tradition of generative grammatreat copula verbs as raising
verbs (Adger and Ramchand, 2003, Carnie, 1997).edewy we believe that

raising verbs as iRle seems nicghould be treated as quasi-copulas instead.

The most compelling evidence against the generplicgbility of the open
function comes from Dalrymple et al. (2004) who mtained that a closed
complement analysis is mandated when the predategady has a verb, such as
the thatclauses, (275a); gerunds, (275b); and infinitiva@dhuses, (275c)
(examples from Dalrymple et al., 2004). In thesg#tances the predicate already

has a subject distinct from the subject of the nctanse.

(275) a. The problem is that they appear.
b. The problem is their appearing.
c. The problem is (for them) to leavedoef6.

They show that the XCOMP analysis requires theesul)f the main clause to

be the subject of the predicate, and this resualésdlash, as shown in Figure 56.

[PRED  “be<’XCOMP'>SUBT’
SUBJ [PRED :problem'}
PRED ‘appear<SUBI>’

HXCOMP

SUBI [PRED *‘they/problem’

Figure 56. F-structure with a conflicting subject Dalrymple et al., 2004)

Therefore a closed complement analysis, as shoviAigure 57, is compulsory
to avoid this clash.

FPRED ‘be<<PREDLINK>>SUBJ’
SUBI [PRED 'pmblem']

PRED ‘appear<iSUBJI>’
PREDLINK

SUBT |:PRED =tl!u—:‘}"]

Figure 57. F-structure with a no conflict (Dalrymple et al., 2004)
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5.5.6 The double-tier closed function as the chosen analysis

This is the third approach for analyzing the comdastructions in LFG. In our
opinion this is the best possible representatiom@serious challenges have
been given against the general applicability o§ thnalysis. Dalrymple et al.
(2004) emphasize that the closed complement asal/she chosen account for

English copula constructions.

In English ... an adjective cannot occur on its owrtle syntactic head of a
predicate; a copula is always required. This presid functionally-motivated
account of the existence of the copula: it is ndedecause the adjectives
themselves are unable to combine directly with b8&rBJs ...

Given this, the copula can be seen as giving to atieective a needed
grammatical prothesis: a SUBJ argument to whichink the adjective’s
semantic role. This analysis entails that the stiddnead of the predicate is the

copula, not the adjective. (Dalrymple et al., 2084193)

We also maintain that the closed complement arglgsihe default syntactic
representation for all languages. The presencabsence of a copula, presence
vs. absence of agreement features on the predmageall paradigmatic
alternations that do not affect the syntactic fiorctlt is also the only account
which succeeds in providing a valid representafion all constituent types

which take various semantic roles, as shown ing &bl

Example Constituent type of the complement
He is a doctor. Noun

He is good. Adjective

He is here. Adverb

He is in the garden. PP

The idea is that we need more time. CP

Example Semantics of the complement
He is a doctor. Predicative

He is my father. Equative

This is what we want. Specificational

The meeting is tomorrow. Temporal

He is in the garden. Location

Table 10. Constituent types and semantic roles obpula complements
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Only the closed function analysis allows for a igdf account of the
predicational phenomenon. Other accounts whichnassihat the predicative
adjective is a head subcategorizing for the sulgetnitely find it harder to do
so with other constituents such as NP and PP. Ipa(2006) proposes for
sentences like (276) to manipulate lexical rulesna@77) to make nouns and

prepositions subcategorize for subjects.

(276) a. The pills made him a monster
b. She seems in a bad mood

(277) a. 'monster' => 'be-a-monstgr§UBJ)>'

b. ‘in<{ OBJ)>' => 'be-in-state-of¢(SUBJ) ¢ OBJ)>'
The analysis, however, sounds unnatural and uns&tlys complex. Both
Dalrymple et al. (2004) and Rosén (1996) agreeherfdct that common nouns

should not be considered as taking a subject in dhgument structures.

This [requiring a subject argument] does not sempldausible for adjectives,
especially in languages such as French with aggctigreement, but is less so
for PPs and patrticularly for NPs. That is, it seembkely that every NP in a
given language, regardless of the syntactic cocistru in which it appears,

requires a subject. (Dalrymple et al., 2004, pf-198)

And in any case, this analysis [having the PREEhefNCOMP subcategorize
for a SUBJ] would mean that all nouns would havé¢osubcategorized for

subjects, which is certainly not desirable. (Ro4£96)

The closed complement analysis is also the beskseptation for verbless
constructions. A large number of languages do setaicopula verb to express

the predicational relationship.

The class of languages which contain be-less seedeis widespread; it
includes languages from practically every languéamily and from every
continent. (Carnie, 1995, p. 251)

In the analysis of copula-less languages we daasstime that a copula verb is
elided, we consider that the relationship is irgically expressed merely by
juxtaposing the constituents. In Maori a copulabves never used, but the
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relationship is expressed by the grammatical coostm as a whole (Rosén,
1996). Therefore constituents are not related girauverb, either overt or non-
overt, but through the structure of the clausefuather emphasized by Butts
(2006) for Aramaic.

Nexus can be expressed, however, by means othar ahfinite verb. In
Aramaic, the verbless clause, that is, a clauskifgca finite verb as core
constituent, is defined as a clause in which nesuesxpressed not by a finite
verb, but by the syntactical juxtaposition of sabjend predicate. (Butts, 2006,
p. 56)

In our view, no special treatment of copula-lessistauctions is considered
necessary, as they are semantically and functioegllivalent to constructions

where overt copulas are used.

... verbless constructions ... are generally functilypreduivalent (or at least, in
functional overlap with) with copula constructioimsother languages (or even

within the same language). (Nordlinger and Sadied6)

The presence or absence of a copula is a paraofetariation. The copula itself
is considered semantically redundant. In the tygiokd and syntactic literature
the copula verb has been described as “light”, dtied” and “semantically

void”.

We adopt Nordlinger and Sadler’s (2006) accounhefcopula-less construction
as involving a higher structure. So we assume ttitmain predicator is “H-

STR” for “Higher-STRucture” instead of “be” in theFG literature which

entails the assumption that there is an eligetike verb. In many languages the
mere juxtaposition of subjects and predicates isugh to express the
predicational relationship without assuming elisarthe copula verb. Further, it
might be questioned why a predicator is neededr ate if the clause is

composed of two juxtaposed constituents with niptethl copula. However, we
need a predicator not only to satisfy the cohereocelition in LFG, but also to
state the fact that a grammatical sentence is ceetpbof a subject and a

predicate, nothing more, nothing less. A predigralso needed to convey
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sentential information such as tense and negaforfor the Arabic example in

(278) we have the phrase structure rules in (28)tlae f-structure in Figure 58.

(278) <l s
hwa talibun
he student
‘He is a student.’

(279) s - NP VCop V € NP V AP
(1 SUBJ)=  1=I (t PRED)="H-STR<SUBJ,PREDLINK>' (1 PREDLINK)=!
(1 TENSE)=pres ( GEND)=(1 SUBJ GEND)

(t NUM)=(t SUBJ NUM)

[PRED  °H-STR*<SUBJ, PREDLINK>’
SUBJ [PRED -h-:-']
PREDLINK [PRED -amdenr']
TENSE present

Figure 58. F-structure of an Arabic copula sentence

We also consider that SUBJ and PREDLINK are primitigrammatical
functions that denote the subject and predicatbenuniversally acknowledged

predicational construction.

We conclude that a unified analysis of copula aoesions is motivated as all
different strategies employed in the predicatistaictures basically express the
same grammatical function. The assumption thatdbgula complement is
closed PREDLINK enables us to account for all atustts that can occupy the
predicate position and express cross-linguistic egdizations related to

functional use of copula constructions.
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6 Syntactic Disambiguation

Ambiguity is a major problem for large-scale congiignal grammars. A
grammar which covers a realistic and representapgggion of a natural
language produces a large number of possible pargest of them unintuitive to
humans (King et al., 2000).

Kuhn and Rohrer (1997) pointed out that ambiguitysgs a problem for
grammar writers, for the parsing systems and ferapplications based on the
parsers. It becomes hard and time consuming foammar writer to inspect all
the solutions by hand when the grammar producesireds and sometimes
thousands of parse trees. Ambiguity also causesf@itiency problem to
parsers, as the more ambiguities are producedatihget the time spent on
processing and the heavier the load on the systemany. The applicability
problem arises from the fact that almost all agtiens need one analysis per
sentence, and with the increased number of amigguthere is a reduced

possibility that the first solution will be the lhes the most correct solution.

Sometimes there is a correlation between ambigaitg parse time, and
sometimes each is not affected by the other. Yedntbe said that the work that
aims at reducing parse time falls under the cajegbambiguity management.
Some ambiguities may be computationally time-conegnand yet they do not
surface as valid solutions. This usually happensnmie number of subtrees
increases dramatically, but they do not make tlaiy up as valid trees.

Ambiguity is a problem faced both by hand-craftelk+shased grammars as well
as Probabilistic Context-Free Grammars (PCFGs).|&Vhile interaction is
mainly responsible for the ambiguity in rule-bagedmmars (King et al., 2000),
ambiguity in PCFGs also remains after the probigl@stimates are made. Trees
with the least probability scores are discardedentnees bearing the maximum
probability are singled out as candidate analyselstiae parser has to choose in
a non-deterministic way from among them (Infant@én and Rijke, 2004).
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Therefore PCFGs have to deal with the ambiguitylem to reduce the size of

candidate trees and consequently reduce the lémelnadeterminism.

Structural ambiguity resolution is a central isgu@atural language analysis. A
sentence is structurally ambiguous if it can berasgnted by more than one
syntactic structure. Ambiguity appears as a dagnproblem especially for
large-coverage grammars, where the number of geges grows dramatically
as the number of rules and lexical readings ine®ds is practically impossible
to eliminate the ambiguities altogether, yet it @& remains the task of

grammar writers to try keep the ambiguity rate with manageable boundary.

Ambiguity is an inherent characteristic of humangaages. When we see the
words in (280)—(282) in isolation, we cannot det@erthe intended meaning. It
is only by drawing from contextual, probabilistiodareal world knowledge
clues that we are able to interpret such phrasesap@tational analysis of
human language is even more complicated, as thexe leeside the real
ambiguities, system ambiguities that result from ithteraction of rules and the

competition of constraints.

(280) Ale
‘alam / ‘alim
‘world/scientist’
(281) Askl_aanl)

ad-dimgratih
‘democratic/democracy’

(282) plaa

sidam / saddam

‘conflict / Saddam’
MacDonald et al. (1994) maintain that disambiguatiovolves activating one
alternative of a given type and inhibiting all atheThey view this as a winner-
take-all process. They point out that ambiguityrésolved in terms of a
competition model, which assumes that languageggeaues that interact (or
“compete”) with one another during processing imeorto select a certain
interpretation and inhibit the others. They alsolieve that there are
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contingencies among different representations ¢éxisyntactic and semantic),

and therefore disambiguation must be achieved lwals of representation.

While working on ambiguity in this section we useeat suite to test the effects
of the different methods and techniques in redu@nwpiguity. This test suite
contains 254 real sentences basically used aseenek for development. The
test suite was collected during the various stageate grammar development
from a corpus of news articles from the Al-Jazeeed site. At one stage 79 real
sentences of various lengths were selected fromrfews articles. The shortest
sentence was three words and the longest one waand6they show a wide
variability in the complexity level of syntacticrgttures. In a subsequent stage
we randomly selected 175 sentences ranging bet@@esnd 15 words to be
included in the test suite. The sentences in thitegory share the same

characteristics; they tend to be simpler and tacasieep embedding.

When testing our grammar against the test suitefomad that the average
number of optimal solutions (preferred solutionsittisurface after applying
optimality ranking techniques, explained in detail 6.4.2) is 135 and the
average number of suboptimal solutions is 1.45E¥0@Hen testing the English
grammar on 44 randomly selected sentences fronBB& news website we
found that the average number of optimal solutign243, and that the average
number of suboptimal solutions is 9.48E+08. Thareid we take the English
grammar as average, we find that our grammar sstheen average with regards

to the number of ambiguities.

We believe, however, that this comparison is neithdicative nor meaningful.
First, the Arabic test suite was used as a referdac development and not
randomly selected. This makes the ambiguity rateeidhan could be expected.
Second, the Arabic test suite includes a numbehoft sentences (between 10
and 15 words in lengths). Third, comparing ambiguitetween different
grammars is, in essence, not possible, as John Mbhpwinted out (personal
communication (email), 7 June 2007).
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| think that it is difficult to compare ambiguityates between different
languages using the ParGram grammars. This isibedhe ambiguity rate of a
grammar varies over time. When a grammar is fieshg developed, there are
usually just a few ambiguities per sentence. Asgtammar matures, there are
more and more ambiguities caused by rare constngti So the number of
ambiguities per sentence goes up. If this startsother the grammar writer,
then he or she will add dispreference marks toieéite rare constructions if
they are not called for. So the ambiguity ratesgdewn again. Since it is hard
to know what state a grammatr is in, it is hardriow whether the variation in
ambiguity between grammars is caused by the diffefenguages or the

different states that the grammars are in.

We start this section by identifying sources oftagtic ambiguities in Arabic.
We then move on to explore the full range of t@yid mechanism implemented
in the XLE/LFG literature in ambiguity managemesitowing how they were

applied to our Arabic grammar.

In this research we deal with ambiguity not as bigeproblem, but rather as a
number of divisible problems spread over all lewalshe analysis. The task of
handling the ambiguity problem is dealt with ingé@rstages. The pre-parsing
stage contains all the processes that feed intgdnger whether by splitting a
running text into manageable components (tokemimgti analyzing words

(morphological analyzer) or tagging the text. Thpeecesses are at the bottom
of the parsing system and their effect on ambigistytremendous as they
directly influence the number of solutions a paxsar produce. The pre-parsing
stage covers the topics of tokenization, morphaganalysis, MWEs, shallow

mark-up, and fully-blown pre-bracketing.

The parsing stage is the process when the syntadés and constraints are
applied to a text, and the subcategorization fraamesspecified. The discussion
of the parsing phase covers the issues of grahulafiphrase structure rules,
lexical specifications, application of syntacticnstraints, and domain specific

adaptation.

The post-parsing stage has no effect on the nunobesolutions already

produced by the parser, but this stage only cati® selection and ranking of
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these solutions. The post-parsing phase involvekipg ambiguities, optimality

marks for preferences, using discriminants, andnststic disambiguation.

6.1 Sources of Syntactic Ambiguity in Arabic

Sources of syntactic ambiguities are identified Kigg et al. (2000) as rule
interactions and alternative definitions of lexiaahtries. Building on these
suggestions we find that structural ambiguities banboiled down to three
areas. The first area is alternative c-structule interactions which define word
order variations, phrasal attachment and scopeafdmnation. The second area
is disjunctions in f-structure descriptions whigesify phrases with alternative
feature values and phrases with alternative gramatdtinctions. The third area
is lexical entries which describe alternative padk speech, alternative
subcategorization frames, alternative morphologieatures, and the choice

between MWEs and compositional interpretation.

However, it is not usually possible to point at ertain ambiguity and say
definitively that the source of ambiguity is in owe the other domain, as
ambiguity in one field usually propagates acrogssather fields.

Daimi (2001) highlighted the idea that the probleframbiguity in Arabic had

not received enough attention by researchers. tia,great extent, is still the
case today. Although most aspects of the ambiguibplem are shared among
human languages, it is still worthwhile to show hive special characteristics of

a certain language contribute towards increasinmgaucing ambiguities.

Daimi (2001) pointed out that many of the ambiguBuglish cases discussed in
the literature do not necessarily apply to Aralialy and cited the example in
(283) where the pronouher causes an ambiguity in English as it can be
interpreted as either accusative or genitive, buArabic the pronoun is not

ambiguous as it will either be cliticized to thelver the noun.

(283) | saw her yesterday ~ | saw her cat
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Daimi (2001) further emphasised the idea that anitigg are not parallel cross-
linguistically and that when translating a sentefioen a source language to a

target language, there are four possibilities:

(a) unambiguous source sentence— unambiguous target sentence
(b) unambiguous source sentence— ambiguous target sentence
(c) ambiguous source sentence — unambiguous target sentefice

(d) ambiguous source sentence — ambiguous target sentefice

This is why the ambiguity problem should be invgastied in each language in its
own terms. Each language has its own peculiaried idiosyncrasies, and

therefore ambiguities are distributed and resobiéfdrently in each language.

Arabic has its particular weak spots which are promproduce a great deal of
ambiguities, and which must be handled with spetiaintion. In this section we
are going to focus specifically on four ambiguigngrating areas in Arabic
which, in our estimation, have the greatest impglsese are the pro-drop nature
of the language, word order flexibility, lack of adritics, and the

multifunctionality of Arabic nouns.

6.1.1 Pro-drop Ambiguity

A great deal of ambiguity is caused by the pro-dr@iure of the Arabic

language. The pro-drop theory (Baptista, 1995, G3kynl981) stipulates that a
null category pro) is allowed in the subject position of a finiteagte if the

agreement features on the verb are rich enoughhable its content to be
recovered. In Arabic the subject can be explictigted as an NP or implicitly
understood as a pro-drop. Arabic has rich agreemenphology. Arabic verbs
conjugate for number, gender and person, whichlesdahe missing subject to
be reconstructed. A syntactic parser, howevegfisaith the challenge to decide

whether or not there is an omitted pronoun in thbjext position (Chalabi,

% Presumably this means that each disambiguateéhgeatithe SL sentence is unambiguous in
the TL.

* In this case the ambiguity in the target languaight be “the same” as in the source language
or, by coincidence the disambiguated readings ctihdohselves lead to ambiguous TL
sentences, as in (b).
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2004b). The challenge to decide whether therepgsadrop or not comes from
the fact that many verbs in Arabic can be bothditare and intransitive. In case
these verbs are followed by only one NP the ambjganises. We can explain
this using the example in (284).

(284) xall oy

gawama al-gundi

resisted.masc.sg the-soldier
In (284) we are not sure whether the NP following verb is the subject (in this
case the meaning is ‘The soldier resisted’) os the object and the subject is an
elliptic pronoun meaning ‘he’ and understood by thesculine mark on the verb
(in which case the meaning will be ‘He resisted sbilier’). This ambiguity is
caused by three facts: first there a possibilitty dopro-drop subject following
Arabic verbs, second the vewd@wama ‘resisted’ can be both transitive and
intransitive, and third the agreement featureshenvierb match the post-verbal
NP which makes it eligible to be the subject. Tambiguity results in two
analyses as shown in Figure 59 and Figure 60.drptb-drop case, the person,
number and gender morphosyntactic features ondhe are used to reconstruct
the number, gender and person features for thé Suigect.

C-structure F-structure
ROOT, PRED i< [21502]>"
TNS-ASP 4|TEN5E past, MOOD Inl:llcatll.-el
s
Y PRED ssin
S_Verbal, SPEC DET g| DET-TYPE nefl |
T

SUBJ
NTYPE 5|N5YN cnmmnnl

PERS 3, NUM sg, HUMAN +, GEND masc, DEF +,

VSO,
= 2| CASE nom

V; IIN;I.P2 o| STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal
agld NP_DEF-INDEF,

5 N

I

[C

Figure 59. First analysis of a possible pro-drop sgence
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C-structure F-structure

ROOT, PRED ‘mbi<[2:pro], [3:s52]>'
TNS-ASP 4|TEN5E past, MOOD Inulcatl\.-el
Sq
PRED st
5_Verbal, SPEC DET Sl DET-TYPE nefl |
083 7
NTYPE |N5‘|"N cnmmnnl
VS0, &
Py PERS 3, NUM sg, HUMAN +, GEND masc, DEF +,
- . 3| CASE acc
Vg NP -
S PRED ‘pro
1| PERS 3, NUM sg, GEND masc
pslE NP_DEF-INDEF; o| STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal
DS N3

A s

Figure 60. Second analysis of a possible pro-droprtence

6.1.2 Word Order Ambiguity

A lot of ambiguities are also caused by the redyivree word order in Arabic.
Arabic allows VSO, SVO and VOS constructions, asvsh in (285), (286),
(287) respectively. While SVO is easily detectedty parser and usually does
not cause an ambiguity problem, VOS gets mixed ilp WSO. The difference
between the nominative and accusative cases wtoamatly distinguish the
subject and the object is a matter of diacritickicw do not show in the surface
forms as they are usually omitted in modern writifilgis means that every VSO
sentence has a VOS interpretation causing a seaimisguity problem. In our
grammar allowing VOS beside VSO without any constsaalmost doubled the

number of ambiguities for 15% of the sentences.

(285) Aalall o K (VSO sentence)
‘akala al-waladu at-tuffahata
ate the-boy.nom the-apple.acc
‘The boy ate the apple.’

(286) Aslall JSi ol (SVO sentence)
al-waladu ‘akala  at-tuffahata
the-boy.nom ate the-apple.acc
‘The boy ate the apple.’

(287) sl dalall JSi (VOS sentence)
‘akala at-tuffahata  al-waladu
ate the-apple.acc the-boy.nom
‘The boy ate the apple.’
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The VOS word order, however, is not a frequent taction and the sentence in
(287) will sound unusual in Modern Standard ArafSA), while normally
perfect in Classical Arabic. Nevertheless, the troigsion still occurs in MSA
but is marked by some constraints. There are cedanditions that allow the
object to come before the subject. One of thesditions is when the object is a

pronoun, as in (288).

(288) Al aa S
Sakara-hum  al-waladu
thanked-them the-boy
‘The boy thanked them.’

Ryding (2005) stipulates as a condition for allogvithhe object to precede the
subject that the object is substantially shorterthan the subject” (emphasis in
original), as in (289) and (290). This conditioowever, is not easily stated as a
constraint in a computational grammar. A more meciondition might be when
the object is definite and the subject is indedintiie object is allowed to precede
the subject. When the subject is indefinite it etal be modified by adjectives

or prepositional phrases leading to the apparagthecriterion.

(289) Umainall (so (3 8 il IS
kataba at-tagrira fariqun min al-mubtassin
wrote the-reportteam of the-specialists
A team of specialists wrote the report.

(290) (sinaa all (58 Lilaal ae (Ryding, 2005)
gatta "ahdatu-ha ‘iSriina 'alfa sahafi
covered events-its twenty thousand reporter
Twenty thousand reporters covered its events.

Moreover, subjects normally precede oblique objeatsin (291), but this is not
always the case. Buckley (2004) pointed out tha& phmepositional phrase
(obligue) precedes an expressed subject under anayar conditions: when
the prepositional phrase contains a personal prormoy when the subject is
indefinite. This is shown in (292) and (293). Semiy Badawi et al. (2004)
noted that word order is affected by reasons offesis as well as the tendency
for the heavy (definite) element to precede thietl{ghdefinite) element.
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(291) VBV e gl Gl
wafaga al-barlamanu ‘ala al-igtirahi
agreed the-parliament on the-motion
‘The parliament agreed on the motion.’

(292) sld J il ) il (Buckley, 2004)
dahalat 'ila al-manzili fatatun
entered into the-house girl
‘A girl entered the house.’

(293) bl Led andy) (Buckley, 2004)
‘ibtasama la-ha at-tabibu
smiled to-her the-doctor
‘The doctor smiled at her.’

Oblique objects also normally follow other obje@s,shown in (294). However,
obliques tend to precede objects when obliquesagort pronoun or when the
object is indefinite, as shown in (295) and (296).

(294) Al e 1S Yia il
"anfaqga malan katiran ‘ala ar-rihlah
spend.past.sg.masc money.sg.masc plentiful. sqpmake-trip
‘He spent a lot of money on the trip.’

(295) 2 (sl 4 3l (Buckley, 2004)
lam ’atalaqga min-hu  ‘ayya raddin
not received.1st from-him any reply
‘| didn’t received from him any reply.’

(296) Addal) JS 5 pial culd (Buckley, 2004)
qultu li-munirata  kulla al-haqiqati
said.1st to-Muneera all  the-truth
‘l told Muneera the whole truth.’

This exchangeability in position between obliques subjects and objects is
complicated by the fact that parenthetical phrageestly PPs) can appear
virtually anywhere in the sentence, as shown ir7(2@99). This allows PPs in
many instances to have alternate interpretatiores, a@ither as obliques or

parenthetical phrases.

(297) Y (e 4 sa ) 4alS 8 i ) LS
"asara ar-ra’isu fi kalimati-hi ‘ila mawaqifi-hi min al-ihtilali

hinted the-president in speech-tosstand-his from the-occupation
‘The President hinted, in his spegahhis stance against the occupation.’
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(298) biall il (&g laia¥) ) sl Jias
wasala al-mudiru  ila al-igtima‘i fi_al-wagti al-munasibi
arrived the-manager to the-meeting in the-tineedhitable
‘The manager arrived at the meeting at a suittivle’

(299) aeil e Ol siall ye ol g
wa-fi_landan ‘abbara  al-mas’illna ‘an galagi-him
and-in Londorexpressed the-official  of worry-them
‘And in Londonthe official expressed their worry.’

Word order flexibility also affects copula constiioas. Copula sentences
normally follow the order of subject and predicas,shown in (300), but they
can also be inverted allowing the predicate to ctefere the subject. This, as
well, must be properly constrained, otherwise ill wead to an exploding

number of ambiguities. Among these constraintsvaren the subject is a CP
(Badawi et al., 2004), as in (301). Another comxdiitis when the subject is
indefinite and the predicate is a PP or an exigteativerb (Ryding, 2005), as in
(302) and (303) respectively.

(300) i sl
al-fatatu fi ad-dari
the-girl in the-house
‘The girl is in the house.’

(301) Oishadill aebusy o (52 (e
‘ala bi$ ’an yusa'ida al-filistiniyyin
on Bushto help the-Palestinians
‘Bush must help the Palestinians.’

(302) sl il &
flad-dari  fatatun
in the-house girl
‘In the house there is a girl.’

(303) Ulage (e guin 50 Sllin (Ryding, 2005)
hunaka mawdi ‘ani muhimmani
there topic.dl important.dl
‘There are two important topics.’

6.1.3 Diacritic Ambiguity

Diacritics, or short vowels, are largely omittednmodern texts, the matter that
makes morphological and subsequently syntacticyasisabifficult and highly

ambiguous. Chalabi (2000) assumes that the absd#rdiacritization in Arabic
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poses a computational complexity “one order of ntage bigger than handling
Latin-based language counterparts”. In Arabic, iostminstances, a word can
have different pronunciations without any explioithographical effect due to
the lack of diacritics. These different pronun@as distinguish between a noun
and verb (304), active and passive forms (305), iampkrative and declarative
forms (306). Some verb forms have the middle lettarbled to make the verbs
causative (transitive), but this also does not appe orthography (307). Some
agreement morphemes on the verbs are ambiguousddae open the selection

between a variety of gender and person feature?).(30

(304) % 8rb
QL g
Sariba Surbun
‘drank’ ‘drinking’
(305) Jusyf rsl
ol i’
"arsala "ursila
‘sent’ ‘was sent’
(306) a5 gawm
o o8
gawama gawim
‘resisted’ ‘Resist!’
(307) Jas wsl
Jas Ja
wasala wssala
‘arrived’ ‘connect’
(308) S ktbt
katabtu katabta katabti katabat
wrote.1.sg  wrote.2.masc.sg wrote.2.fem.sg  wrote.3.fem.sg
‘I wrote’ ‘You wrote’ ‘You wrote’ ‘She wrote’

Frequently a single form can have a combinatiorthef types of ambiguities
mentioned above leading to an increased ambigenyi| as shown in Figure 61
for a surface form composed of only three lettens Wwith seven different

readings.
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Noun Verb

@ @ Transitive Intransitive

‘ilmun  "alamun - : -
‘knowledge’ ‘flag’ Passive Active Passive Active

@ Imperative | | Indicative
‘ullima ~‘ulima ‘alima
‘is taught’ @ @ ‘is known’ ‘knew'
‘allim ‘allama
‘Teach!’ ‘taught’

Figure 61. Ambiguity caused by the lack of diacritts

6.1.4 Multifunctionality of Arabic Nouns

Arabic nouns are characterised by their multifumlity. Arabic nouns are
derived from verbs and can take verbal functiontha sentence. Some nouns

also can become prepositions, adverbs, adjeativgaantifiers.

Reaching a clear-cut understanding of Arabic waiggories has been hindered
by a millennium-long underspecification of the padf speech in Arabic.
Sibawaih (late 8th century) (1966) opens his fambasek Al-Kitab with a
classification of the parts of speech in Arabimimouns, verbs and particles.
This classification has remained until this dayaaeading principle of Arabic

grammar (Suleiman, 1990).

The verb is an uncontested category, and easihtiftil as an expression that
denotes both action and tense. Particles as wekasily distinguished by their
non-derivational aspects and by their morphologiggidity. Arabic nouns

remain as the most elusive to define as they enassn@a wide array of

categories.
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Wright (1896/2005) uses the term “noun” as an uilloretymology that
encompasses six types: a noun substantiemén substantivug adjective
(nomen adjectivuin numeral adjective nomen numeraje demonstrative
pronoun flomen demonstrativymrelative pronounnomen conjuctivujinand
personal pronounpfonomei. Moreover, prepositions are subdivided into two
categories: true prepositions such.as’ila ‘to’, and & fi ‘in’, and prepositions
derived from nouns taking the accusative case {dered by traditional Arabic
grammarians as adverbs) suchcasbaina ‘between’, and<si tahta ‘under’.
There are also true adverbs suchkésfagat ‘only’, and bs huna ‘here’, and
nouns taking the accusative case and functioniraglasrbs, such as-S katiran

‘frequently’, and->< mgganan ‘freely’.

Therefore, the tripartite division could be consaie as an archetypal
classification rather than detailed listing. Inanprehensive morphological and
syntactic description it is the detailed listin@tls needed. It can be stated that
the nature of Arabic derivational morphology (whishbased to a great extent
on the concept of roots and patterns) influencedrtbw of the tripartite division
of parts of speech. For example, the noun and djectve undergo the same
inflection processes and, therefore, they are densd as one category by many

researchers.

Morphologically speaking, adjective are the hardestseparate from nouns.
Wright (1896/2005) identified four “nominal” categes that are essentially
adjectives. The first is the active and passivdi@ples fjomina agentisand
nomina patientissuch as~3< katib ‘writing, a scribe’ and-sS« maktab ‘written,
a letter’. He noted that these verbal adjectivdenmobecome in Arabic, as in
other languages, substantives. The second typemsmarticipial adjectives (in
Arabic terminologyJs=iall s Jelill slauls 4gai Cliva sifatun musabbahatun bi'asma’i
al-fa'ili wa-l-maf'dl ‘adjectives which are made like, or assimilated tioe
participles’) such agk sahl ‘easy’ and—=~= sa'b ‘difficult’. The third type is
the comparative and superlative adjectivis£ill ~ul 'ismu at-tafdili ‘the noun of
pre-eminence’), such asicl 'a'dab ‘sweeter, sweetest’ ang<! akbar ‘bigger,
biggest’. The fourth type of adjectives is the tigladjectives,¥ swial ¢lou! al-

’asma’u al-mansiibah ‘relative nouns’), which are formed by adding gfix (s -
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iyy to the nouns, and denote that a person or thilopge to or is connected with

the noun (in respect of origin, family, etc.), swash~=_l "ardiyy ‘earthly’, from

o=l "ard ‘earth’.

The multifunctionality of Arabic nouns leads to amcreased number of

alternative possibilities and therefore leads tarmneased ambiguity level. The

multi-functionality of Arabic nouns can be summadzs follows:

Arabic verbal nouns are categorically nouns, asvehm (309). They can

also act syntactically as verbs heading an embeddede, as in (310), or an
adjunct phrase, as in (311). When verbal nounstiomas verbs they inherit
the same subcategorization frames from the ver® fwhich they were

derived.

(309) 3 e il e Caad) il (noun in nominal function)
"atmara al-bahtu ‘an nata’iga mubassiratin
brought the-researckor results promising
‘The researclorought promising results.’

(310) Alda e &l Jgs (verbal noun in embedded clause)
hawala al-bahta ‘an hallin  ’abara
tried _the-searchinfpr solution another
‘He tried searchindor another solution.’

(311) pedl e Uy A jlaall slae § ) ) (Verbal noun in adjunct clause)
zara zu'ama’a al-mu‘aradati bahtan ‘an ad-da'mi
visited leaders the-opposition searchimigthe-support
‘He visited opposition leaders, searchiog support.’

In many instances the two choices for analysingnthn (as nominal and as
verbal) are available, leading to increased amtygdihis is shown by the
noun phrase in (312), which has two solutions, resve in Figure 62 and
Figure 63.

(312) Wlw)y
li-"irsa’i-ha
for-establishing-it
‘for establishing it/for its establishment’
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C-structure

PP, PRED U< [Lileyl]>
T GLOSS ‘of*
Po NP, PRED .y
NTYPE & | MSYN common
4 NP_COMPOUND,
PRED  ‘pro’
QEJ MOD PRON-TYPE pers, PRON-FORM L,
N, NP PERS 3, NUM sg, GEND fem, DEF +,
.| cASE acc
Ll PERS 3, PCASE J, NUM sg, HUMAN -, GEND masc, DEF +,
¢L;| NP_PRON, .| cASE gen

PRON.

-

F-structure

Figure 62. C- and f-structure of a noun with a nomial function

C-structure

PI_"u PRED e [Lalayl]>"
<N GLOSS ‘of'
P, NP, PRED Lyl [3:pro], [4:pro]="
NTYPE ,-,l NSYM comman
J NP_DEVERBAL,
PRED  ‘pro’
aEl 0BJ PRON-TYPE pers, PRON-FORM Ly,

N, NP,
¢l NP_PRON,
PRON,

(P

S5uUBJ

PCASE 1, NUM sg, HUMAN -, GEND masc, DEF +,
1| CASE gen

F-structure

4| PERS 3, NUM sg, GEND fem, DEF +

]l PRED ‘pro’ |

Figure 63. C- and f-structure of a noun with a verlal function

Active and passive patrticiples are generally adjest but they can also act
as substantives, and as verbs heading adjunctgshras in (313) and (314).
When participles function as verbs they inherit s#a@ne subcategorization

frames as the verbs from which they were derived.

(313)  adllind a3 caiud (e L yae (Active participle XADJUNCT)
mu'riban ‘an ’‘asafi-hi, gaddama ’istigalata-hu
expressingf regret-his, offered resignation-his
Expressindis regret, he offered his resignation.

(314) lgie cunll N ale (Passive participle XADJUNCT)
‘ada ’ila al-baiti munharan
came to the-home devastated
‘He came home devastated
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* Nouns can also function as prepositions, adverlss gmantifiers. Some
nouns can combine with a preposition to form anedoial prepositional
phrase. This is shown in (315)—(318). In all theagses the noun can still be

used to perform an ordinary nominal function.

(315) aasl s (houn as preposition)
wagafa halfa ‘abi-hi
stood _behindbrother-his
‘He stood behindhis brother.’

b. sl &, (noun in nominal function)

wagqafa fi al-halfi
stood in the-back

‘He stood in the redr

(316) a. Luul Uas 45 5kl o3a (noun as adverb)
hadihi at-tarigatu  bata’'un 'asasan
this the-method wrong basically
‘This method is wrong basically

b. b b e iy (i) 1aa (noun in nominal function)
hada al-bunyanu yaqifu ‘ala ‘asasin salimin
this the-building stand on__basssund
‘This building stands on a sound bdsis

(317) a.dc s > (noun in adverbial PP)
gara bi-sur‘atin
ran with-speed
‘He ran_quickly

b.obladl I sa5de ) (noun in nominal function)
as-sur'atu tu’addi ‘ila al-mahatir
speed lead to the-dangers
‘Speedeads to dangers.’

(318) a.usrals Ol s (noun as quantifier)
damr'u at-tullabi hadirlna
all the-students present
‘All students are present.’

b.osrals peall (noun in nominal function)
al-gami'u hadirlina
all present
‘All are present.’

It is noteworthy that Arabic adjectives, likewisegn function as substantives.
Adjectives, such ag:,< karim ‘generous’,J=: babil ‘miserly’, G-l 'ahmag

‘foolish’ and ~5~ hakim ‘wise’, can denote an adjective or a person. Algio
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some English adjectives can be used in this seush @ghe richandthe poo},

in Arabic the process is far more systematic armdiyctive. This process can be
used with almost any adjective that is able to ¢e@ohuman entity. In many
instances when translating Arabic adjectives whighction as nouns into
English, the translation is composed of the adjecidded to the worgderson
one man or woman It is easy to identify the gender as Arabic atijes are

inflected for gender, as in (319).

(319) Suls | Lie ol S
yuhka ‘anna ganiyyan wa-fagiran tagabala
told that rich and-poor met
‘It is told that a rich man and a poor man met.’

6.2 Disambiguation in the pre-parsing phase

Disambiguation in the pre-parsing phase has thatege effect on ambiguity
reduction. MacDonald et al. (1994) emphasized tiom-up priority concept
and cited Seidenberg et al. (1982) as assuminghbanformation provided by
natural language tends to be useful in decidingvéen alternatives at a given
level of representation but much less effectivepegselecting one of the

alternatives at a higher level.

This entails that effort spent on managing ambygaitthe morphology level, for
instance, can yield more significant results intoghng the overall ambiguities
than the effort spent on the higher levels of syrda semantics. The lexical
representation of a word includes information abibxt word’s morphological
features, POS category, argument structures, anthrdes. If the word is
ambiguous at a lower level of representation thebigoity cascades

exponentially into the other levels.

The pre-parsing stage contains all the process¢dd@d into the parser whether
by splitting a running text into manageable commis¢tokenization), analyzing
words (morphological analyzer) or tagging the t&tiese processes are at the
bottom of the parsing system and their effect obigmty is tremendous as they
directly influence the number of solutions a parser produces. The pre-parsing
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stage covers tokenization, morphological analydM/Es, shallow mark-up, and

full-blown pre-bracketing.

6.2.1 Tokenization

In an interesting experiment that shows the impéatbkenization on the parsing
process, Forst and Kaplan (2006) made some imprewento the German
tokenizer and reported that the revised tokenizereased the coverage of the
grammar from 68.3% to 73.4% when tested on 200@esees of the TiGer

Corpus.

The Arabic tokenizer has been discussed in dep@hapter3, but here we are

going to evaluate the tokenization effect on péirae and the ambiguity level.

We mentioned earlier that we have a deterministid a non-deterministic

tokenizer. Testing a randomly selected 16 wordeser® using the deterministic
tokenizer yielded 4 solutions while the non-deteristic tokenizer yielded 1280
solutions. However, using the non-deterministicetaker in Arabic does not
generally affect the number of parses or parse.tltme obvious that the XLE

system has an efficient mechanism in dealing veithd finite state automata.

Some tokenization readings are genuine, yet higtitgquent and undesired in
real-life data. These undesired readings creataamuambiguities, as they are
confused with more common and more acceptable foffos example the
Arabic preposition=: ba'da ‘after’ has a possible remote reading if splibitwo
tokens=(@-, which is made of two elementsbi ‘with’, and 2= "addi ‘counting’,
meaning ‘by counting’. The same problem occurs WIWESs. The solution to
this problem is to mark the undesired readings.sTisi implemented by
developing a filter, a finite state transducer tbamtains all possible undesired

tokenization possibilities and attaches the “+uiréds tag to each one of them.
Using the tokenization filter to discard the composal analyses of MWEs

reduced the number of parses to less than hal2966 of the sentences in the

test suite (254 sentences), and the overall pemgewas reduced by 14%.
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Among the functions of a tokenizer is to separdic€ from stems. Some
clitics, however, when separated, become ambiguathsother clitics and also
with other free forms. For example the wosdS kitabahum has only one
morphological reading (meaning ‘their book’), butea tokenizations»@<Us
there are three different readings, as the secokeht2 can either be a clitic
genitive pronoun, ‘their’, which is the intendedadeng, or a free pronoun,
‘they’, or even a noun meaning ‘worry’. This profvlas solved by inserting a
kashidathat precedes enclitics and follows procliticsdistinguish them from
each other as well as from free forms. Usingkaghidafor clitics reduced the
number of parses to less than half for 5% of theesees in the test suite (254

sentences).

6.2.2 Morphological analysis

The Arabic morphology component has been discussel@pth in Chaptep,
but there is still a need to explore the impacthaf morphology on the syntax
and how it contributes to resolving the problenswftactic ambiguities and the

efficiency of the parser in terms of parse time.

The morphology component feeds the parser withrimédion on the morpho-
syntactic features, such as number (singular, duglural), gender (masculine
or feminine), person (first, second or third), ®rfpast, present, future), mood
(declarative or imperative) and voice (active orsgmee). Therefore any
ambiguity on the morphology level will propagatgerentially into the higher

levels.

A classical well-known problem with Arabic morphgio is the lack of

diacritics, or short vowels, which reflect the puogiation. The lack of diacritics
results in two morphologically different words hagiorthographically identical
forms. A widespread example of this ambiguity ie thass of verbs which do
not contain a weak letter in their formative ratBca hese verbs typically have
ambiguous person, mood and voice. This is show(fiin), and the problem is

graphically illustrated by the feature grid in Figu4.

191



(YY) S8 Skt

Sakarat Sakarta Sakarti
thank.3.past.fem.sg thank.2.past.masc.sg thank.2.past.fem.sg
‘she thanked’ ‘you thanked’ ‘you thanked’
Sukirat Sukirta Sukirti
thank.3.past.pass.fem.sghank.2.past.pass.masc.sipank.2.past.pass.fem.sg
‘She was thanked’ ‘You were thanked’ ‘You were thanked’
Sakartu Sukirtu
thank.1.past.sg thank.1l.past.pass.sg
‘| thanked’ ‘I was thanked’
active passive

fem

masc
1st 2nd 3rd

Figure 64. Feature grid of an ambiguous form

Every time we succeed in eliminating the “passiajssibility, we are
effectively eliminating a good deal of ambiguitiésr each verb. We can
eliminate the “passive” option for verbs dependiog the verb’s nature

(transitive or intransitive) or relying on personalgment of plausibility.

In our morphology we specified which verbs can hthe passive forms, and
which verbs cannot. Out of 1532 verbs, only 36% al@ewved to have passive
forms (504 transitive verbs, and 43 intransitivebgg. The imperative form in
Arabic is also mostly marked with diacritics whietne not used in modern
writing. Therefore, constraining the number of plolesimperative forms will

also help in reducing ambiguity. In our morphologg specified which verbs
can have imperative forms, and which verbs car@ot.of 1532 verbs, only 484
verbs (32%) are allowed to have an imperative f@@¥ transitive verbs, 160

intransitive verbs).

192



We tried to test the impact of the restrictiongled passive and the imperative
forms in the morphology on the syntax through regdesting. So we removed
the relevant flag diacritics from our finite sta@rphology which is responsible
for indicating which verbs can have passive andeiafive forms and which
cannot. Then we ran the grammar against the tets. 3We found that this
significantly increased the number of possible @arfor 17% of the sentences

and increased the parse time by 9%.

We would like also to discuss another morpho-syitaeature, namely the
“‘humanness” feature. English grammar distinguiskbsther a noun is human
or non-human in order to provide the appropriat@titvee pronoun \Who or

which). Arabic, however, does so more often to make g@raggreement in
number and gender between nouns and adjectiveasrand relative pronouns,
nouns and demonstrative pronouns, and also betwleensubject and its
predicate in copula constructions. When the nouhuishan the adjective for
example agrees with it in number. Yet when the ngumon-human, then if it is
plural the adjective is singular, otherwise (i.k.itiis singular or dual), the
adjective agrees with the noun in number. Thishy & new feature thuman is
added to all nouns in the morphology. This spegifan helps to constrain the
Arabic grammar and to specify the correct agreemelations, reducing the

number of ambiguities in many instances by almatt h

6.2.3 MWEs

MWEs have been discussed in depth in Chaptdout here we are going to

evaluate the effect of MWESs on parse time and thieiguity level.

MWESs encompass a wide range of linguistically edlaphenomena that share
the criteria of being composed of two words or momdether adjacent or

separate. Filtering out the compositional analyfeMIWES in an early state of

the analysis, i.e. tokenization, reduced the nunobbgrarses to less than half for
29% of the sentences in the test suite, and treepigne is reduced by 14%.
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In the early stages of analysing MWEs we triedllowvacompositional readings
along with the MWE readings and to give a posit®& preference mark to
MWEs. However, we found in some instances thaitritexraction of preference
marks can lead the compositional readings to seréscoptimal solutions and
MWE readings to be suppressed as suboptimal, #xiexample (321) where
the MWE expression has the adverbial reading ‘dyiekhile the compositional

reading has the PP reading ‘with speed'.

(321) demin
gara bi-sur‘ah
ran.masc.sg.3 with-speed
MWE reading: ‘He ran quickly.’
Compositional reading: ‘He ran with speed.’

Figure 65 shows the compositional reading whichseasas the optional
solution, while Figure 66 shows the correct MWE ethis suppressed by the

parser as a suboptimal solution.

ROOT, PRED ‘sa<[l:pro]="
THNS-ASP leENSE past, MOOD Inﬂlcatlvel
SD
AGR 3|PER5 3, NUM sg, GEND mascl
S_Nonequational, PRED e [7e ]!
GLOSS 'O
V50, PRED ‘it
N ADIGNCT { NTYPE 5 | NSYN cummunl }
0BJ
Vy PARENP, PERS 3, PCASE -, NUM sg,
HUMAN -, GEND fem, DEF -,
+| CASE gen
5= PARENP_PP, ] ¢
SUE] PRED 'pro
PP 1| PERS 3, NUM sg, GEND masc
TN STMT-TYPE decl, PERS 3, PASSIVE -, NUM sg, GEND masc,
- - COMP-TYPE verbal
P, NP, s

— NP_DEF-INDEF,
N?

e g

Figure 65. A composition reading of a MWE surfacingas the optimal solution
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ROOT, PRED ‘ses[lipro]>’
TNS-ASP leENSE past, MOOD Indicative |
S0
AGR 3| PERS 3, NUM sg, GEND mascl
S_Nonequational, ADIUNCT {Elpnm e |}|
2
V!‘_.I_L‘lﬁ SUBI PRED ‘pro
1| PERS 3, NUM sg, GEND masc
. ) STMT-TYPE decl, PERS 3, PASSIVE -, NUM sg, GEND masc,
Vo e ¢ | COMP-TYPE verbal

(&> PARENP_ADVP,
ADVP,
ADV,

s-ﬂ_-'.—.u.._l

Figure 66. A MWE reading suppressed as a suboptimablution

Moreover, the compositional readings cause aniefiay problem by increasing
the number of solutions and parse time. Therefoeeopted for pruning the
compositional readings in the early stage of takation. However, this remains
as an empirical decision, and if evidence shows filausible parses are lost in
certain cases, we can either handle these caseadualy or make the

tokenization allow these the solutions and marknthvéth a certain tag, so that

they can be incorporated in the optimality hiergrch

The MWE transducer is now part and parcel of thetesyg. Our system cover
2818 MWEs. When they are removed 34% of the seatemcthe test suite are
affected, either by failing to find a parse (20 tsaces) or having parses with

almost double the number of ambiguities.

Examples in (322)-(327) show MWEs that caused ¥iséem to fail to find a
parse, as a compositional analysis is not availabilee core morphology. These
expressions vary in their grammatical category.
(322) L&l e (Adverb)

‘ala al-fawri

on the-immediate
‘immediately’

(323) 4ads (Proper name)

‘abli  haligah
‘Abu Haligah’
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(324) i Uusim (Adjective)
mai’tsun min-ha
despaired of-it

‘hopeless’
(325) o= lam (Preposition)
ba‘idan ‘an
far from
(326) ol s (Subordinating conjunction)
gaira 'anna
but that

‘but, however’

(327) e 2sei (Compound noun)
Suhtdu ‘ayanin
witnesses seeing
‘eye witnesses’

Similarly, examples (328)—(331) show MWEs that eslithe system to have an
increased number of ambiguities, while the corqgatse is not provided. A
compositional analysis is already available in tteee morphology, but the
problem is that a compositional analysis does mowige the correct parse.

These expressions also vary in their grammatidalcay.

(328) Lws¥l L& (Named entity)
as-Sarq al-’awsat
the-east the-middle
‘the Middle East’

(329) oY (Subordinating conjunction)
li-"anna
for-that
‘because’

(330) 4l al, (Proper noun — place)
ram allah
‘Ramallah’

(331) Slsie 84 (Adverb)
bi-Saklin  ‘aswa’iyyin
with-way random
‘randomly’
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6.2.4 Shallow markup (tagging)

This technique has not been applied in the Aratacngnar but we would like to
mention some experiments that report on its efiicyen managing ambiguity in

other languages, in order to point out its feasybil

Kaplan and King (2003) integrated three types odéllslw mark-up (POS
tagging, named entities, and labelled bracketinty) the ParGram LFG English
grammar. Labelled bracketing is when a constitugrabelled both with the
phrase type as well as the grammatical function.eikamplethe boyin He saw
the boy will be bracketed [NP-OBJ the boy]. They obsertieat named-entity
mark-up improves both speed and accuracy and é&béltackets also can be
beneficial, but that POS tags are not particulasgful. This confirms the earlier
findings that MWEs have a great effect in reducamgbiguity and increasing
efficiency. A large portion of our list of MWEs ilutle names of countries,

institutions and organizations.

Dalrymple (2006) showed that if a perfect POS taggere available, a

reduction in ambiguity of about 50% would be att@inThe problem is that a
perfect POS tagger does not exist, as creatingri@gbePOS tagger needs a
perfect parser and perfect world knowledge to hegmated into the system;
neither is currently available for any language.

6.2.5 Full-blown pre-bracketing using a probabilist ic parser

This technique, as well, has not been applied & Amabic grammar but we
would like to mention some experiments that reponmt its efficiency in
managing ambiguity in other languages, in ordegpdmt out how feasible it is

for future work.

In a recent experiment Cabhill et al. (2007) triedincrease the speed of the
English hand-crafted rule-based grammar which presudeep linguistic

analysis by pruning the search space at an eathge of the parsing process.
They retrained a state-of-the-art probabilisticsparand used it to pre-bracket
the sentences before inputting them to the XLE Bhgparser, in an attempt to
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constrain the valid c-structure space for eacheseet The job of the XLE

parser then was limited to drawing deep f-structtgeresentations from the
available c-structures. Their evaluation shows th& strategy decreases the
time taken to parse by about 18% while maintaioguracy.

This technique, however, reduces the usabilityhaf tule-based parser as it
makes it dependent on the probabilistic parser with advantages and

limitations.

6.3 Disambiguation in the Parsing Phase

We mean by the parsing phase everything that mste@lto the actual rule
writing, starting with how fine grained the ruleseahow the projection of
lexical entries onto the grammar is specified, Hbe grammatical constraints
are used, and how domain-specific adaptation cgnthe grammar to be more

focused.

Before we started working on the performance andiguity management
issues, it came to a point when further developnuérthe grammar became
extremely difficult because of the highly increagitime the grammar took to
parse our test suite. The grammar took 141 min@®e3J time) to parse a test
suite of 229 sentences. This meant that when \grdimew rule, we had to wait

about two and half hours to see the result of Haange.

Moreover, the number of valid analyses for longtseces ran astronomically
into several millions, a level of ambiguity thatnet conceived to be motivated

by any linguistic complexity of the language.

Our aim during working with the performance of thigmmar was to reduce
both parse time and spurious ambiguities, and ép kieem within a manageable
boundary. After a series of refining, fine-tuningdacorrections, there is a 95%
reduction in parse time. It takes the grammar nowirfutes (CPU time) to parse
the test suite. Ambiguity is also significantly veeéd. The average number of

optimal solutions was 767 and the average numbsulobptimal solutions was
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4.37E+07. Now the average number of optimal sahstis 135 (a reduction of
82%) and the average number of suboptimal solutisnt45E+04. Table 11
shows a comparison of the number of valid parsesdme selected sentences.
Numbers in the final two columns show totals of wya and suboptimal

solutions offered for each sentence.

#

Sentence

Before fine-
tuning

After fine-
tuning

1

daus 531 G5l Aol jiaall (JTad g ety allday i 50
bus yutalibu bi-tasri'i huta
Bush calls for-speeding steps
ad-dimugratiyyah bi-S-Sargi al-"awsti
the-democracy in-the-eat the-middle

‘Bush calls for speeding up the steps of
democracy in the Middle East.’

1+523

3+16

G538 Ui g s> S d) et )

e Gooall any Jas N1 (3,8 b Akl el cladla)
Gl 5 Gla ) (e 2580 oY (3 al)

‘akkada  ar-ra’isu al-"amirki
confirmed the- president the-American
gurg bus darlrata tasrfi'l  al-'islahati
George Bush necessity speeding the-refor
ad-dimugratiyyati fi as-Srgi al-’awsati
the-democratic  in the-east the-middle
ba‘da al-harbi ‘la al-‘iraqi li-'inha’i
after the-war on Iraq for-ending
‘uqudin min al-hirmani
decades of the-depravation
wa-I-kabti
and-the-oppression

‘The American President George Bush
confirmed the necessity of speeding up the
democratic reforms in the Middle East after|

2748116335

ms

the war on Iraq to end decades of depravation

and oppression.’

2+12

any dilaiall #Uins oy ddal jianll (e A 5o o)) ilial
O alaa 3 jall Gyl Aallay)

wa-"adafa 'anna mawdgatan mina
and-added that wave of
ad-dimugratiti bada’at tagtahu al-mantigati
the-democracy started sweep the-region
ba'da al-’itahati  bi-l-ra’isi
after the-deposing of-the-president
al-‘iragiyy saddam husain
the-lraqi Saddam Hussein

‘And he added that a wave of democracy
started to sweep the region after deposing

33+5259

the

Iragi President Saddam Hussein.’

2+5

Table 11. Ambiguity comparison for some sentencesfore and after fine-tuning
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In this section we will explain the avenues we exgdl to reduce the ambiguity
level and improve the efficiency and performancetted parser. This phase
covers the issues of granularity of phrase strectules, lexical specifications,
application of syntactic constraints, and domaiec#r adaptation.

6.3.1 Granularity of Phrase Structure Rules

Nagata (1992) studied the effect of phrase straaguanularity on the efficiency
and performance of a unification-based HPSG passet,concluded that using
“medium grained” phrase structure rules will maken#ication based grammar
fast, efficient and maintainable. He suggested thadium-grainedphrase
structure rules reduce the computational loadsndfcation without intractably

increasing the number of rules.

According to Nagata (1992), a coarse-grained gramsane which uses very
few phrase structure rules, and which relies hgawil disjunctions and strong
constraints on features. A medium-grained gramreaone which consists of
atomic phrase structure rules and medium conssraimtfeatures. A fine-grained
grammar represents most constraints in phrasesteuales, and the number of
rules can reach several thousands. Nagata (19¢2pdaut that an example of
a coarse-grained HPSG-based Japanese grammar bas 2{b generalized

phrase structure rules, while a medium-grained gramhas about 200 phrase

structure rules.

In the LFG literature, Maxwell and Kaplan (2003ye&d with Nagata’s finding
that a medium-grain phrase structure grammar pugobetter than either a
coarse-grain or fine-grain grammar. They conduergeriments that proved
that processing all of the phrasal constraintg fissng a chart, and then using
the results to decide which functional constratetgprocess is more efficient
than interleaving phrasal and functional constriithis is because the phrasal
constraints can be processed in cubic time, whdreagunctional constraints
may run in exponential time in the worst case. Theggested that the global
well-formedness of phrasal constraints can serva pslynomial filter for the

computation of functional constraints.
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The Arabic grammar can basically be described agposed of coarse-grained
phrase structure rules. This is well indicated iy $mall number of grammar
rules in the grammar, 57 rules. The reason the i&rgtammar is so coarse is,
we believe, due to the nature of the language. idnadies on the morphology
more than on the configurational structure, to decthe sentence type of
imperative, interrogative, passive, negative ancladative. Yet we believe that
it is still possible to make the grammar more fgrained.

The grammar previously had 25 rules, so we attetnjotenake some rules more
fine-grained. Splitting the rule for non-equatios&ntences in (332) into three
rules: VSO, SVO and VOS, as shown in (333), led tt0% reduction in parse
time with no effect on the number of valid solusomhe number of subtrees

was generally increased (sometimes decreasedjragteon.

(332) S_Nonequational -->

{"The VSO word order"
V: A=l
NP: (*SUBJ)=! (! CASE) = nom
(NP: (*OBJ)=! (! CASE) = acc)

| "The SVO word order"
NP: (" SUBJ)=! (! CASE) = nom;
V. A=l
(NP: (*OBJ)=! (! CASE)=acc)

| "The VOS word order"
V: A=l
NP: (" OBJ)=

I'(! PRON-TYPE)=c pers (! CASE)=acc;
NP: (* SUBJ)=!

(! CASE)=nom}.

(333) S_Nonequational -->
{VSO
| SVO
| VOS).

VSO --> V: A=l :
NP: (*SUBJ)=! (! CASE) = nom
(NP: (*OBJ)=! (! CASE) = acc).

SVO --> NP: (* SUBJ)=! (! CASE) = nom;
V: A=l
(NP: (*OBJ)=! (! CASE)=acc).

VoS --> V: A=l
NP: (* OBJ)=! (! PRON-TYPE)=c pers (! CASE)=acc;
NP: (* SUBJ)=! (! CASE)=nom.
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Splitting the sentence types between equationalnamdequational led to a 3%
reduction in parse time with no effect on the numbkvalid solutions. The

number of subtrees was generally increased.

We expanded the NP rule into 12 subtypes: NP_ConghddP_Demonstrative,
NP_Proper, NP_Pronoun, NP_Deverbal, NP_Number, MEe,INP_Adjective,
NP_Superlative, NP_Partitive, NP_Relative, and N&firite-Indefinite. This
change led to no change in the number of validtewls. Parse time was not
affected. There was an increase of approximatelyirb#e number of subtrees

for most sentences.

In general, the granularity of phrase structureesubffects the speed and
performance of the grammar. The fewer the rules grammar, the greater the
number of disjunctions. Previously, with 25 ruldse tgrammar had 3341
disjunctions. Now the grammar has 57 rules and 2%i6functions, and has
much greater coverage. The resolution of disjunstios computationally
expensive in terms of memory resources and parse-tiand the fewer
disjunctions a grammar has, the better it is exquetd perform.

6.3.2 Exhaustive Lexical Description

In the field of psycholinguistics MacDonald et @994) challenged the general
view that lexical and syntactic ambiguities arehdiomous, involving different

types of knowledge representations. They alsoc@éd the blind application of

Fodor’'s (1983) concept of modularity in languagecgessing, which assumes
the existence of a number of autonomous and enleapdumodules responsible
for analyzing different types of information. Thggve an alternative account in
which both lexical and syntactic ambiguities argieed by the same processing

mechanisms.

MacDonald et al. (1994) maintained that languagessé&uctured at multiple
levels simultaneously, including lexical, morphatmd, syntactic, and discourse
levels. They went on to show that these levelseatangled in such a way that
ambiguity at any given level will propagate intdhet levels. For example, the
word watch has two meanings (i.e., ‘time piece’ and ‘obsexvahd it is also
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ambiguous in its grammatical category (noun or }eaind the verb can have

different syntactic structures, including transtand intransitive.

MacDonald et al. (1994) believed that syntactic @mities are caused by
ambiguities associated with lexical items and #yatactic ambiguity resolution
is guided by lexical information. However, we bebethat while it is true that
many instances of syntactic ambiguities originatemf different lexical

interpretations, there are many instances wherégaslyn ambiguities are not
triggered by any lexical interpretations, such & &tachment, scope of

coordination, and the interaction of rules.

MacDonald et al. (1994) made a strong claim thdh bexical and syntactic
ambiguities are governed by the same processindgpanesns. Both the lexical
and syntactic domains are managed by frequencynnafiton and contextual
constraints. They argued in favour of the lingagidhieories that eliminate the
strong distinction between accessing a meaning camstructing a syntactic
representation. They suggested that the paralteldes these domains derives
from the fact that syntactic ambiguities are basedambiguities at the lexical
level. This is compatible with their assumptiontthiae comprehension of a
given sentence is the process of concurrently ohgyria number of linked

representations at three major levels: lexicaltestic, and discourse.

In the LFG framework the role of the lexicon in tkentence structure is
emphasized significantly. Although syntactic stanes are represented
independently in phrase structure trees, such septations are constrained by
properties of lexical items. Many pieces of infotioa required by the syntax
will be stored in lexical entries, and lexical éggrproject certain structures onto
the syntax. This is how syntax and the lexiconiaterlinked and the boundaries

between the two systems are greatly blurred.

Argument structures, or subcategorization frames,c;e type of information
associated with words, and they play an importatg in causing or resolving
syntactic ambiguities. Argument structures dictd#te kind of phrases that
optionally or obligatorily occur with a lexical e and the relationships between

these phrases.
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Subcategorization frames can become a source wftgtal ambiguity as many
words can be associated with several differentraggu structures. A typical
example is the transitive vs. intransitive argunm&nictures, as shown in (334)

for the verbJsi akala ‘eat’.

(334) Ui Vv

{ (* PRED)=Usi<(T SUBJ)(® OBJ)>'

| (® PRED)=Usi<(T SUBJ)>'.
The English lexicon contains 9,652 verb stems aB®25 subcategorization
frames (Riezler et al., 2002), meaning that eaal v&s an average of 2.4

subcategorization frames.

There are 1507 verbs in the Arabic grammar with Ol&6bcategorization
frames, with an average of 1.1 subcategorizatiosis yerb. This could be
because the subcategorizations frames in our grammainderspecified, or that
our grammar being limited to the news domain has @tlvantage of cutting
down the number of ambiguities, or it could justabdifference between English
and Arabic. Furthermore there are 1327 verbal nouitis generally a single

subcategorization frame for each noun.
The subcategorization frames for Arabic verbs aerbal nouns were entered

manually into the LFG grammar lexicon. There ardotal of 1507 verbs

classified into 17 subcategorization frames, asvsho Table 12.
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# Arguments Examples

1 | Subject & 'atd ‘come’

2 | Subject-Complement <l "atbata ‘prove that’

3 | Subject-Object x| 'a'adda ‘prepare’

4 | Subject-Object-Complement & "ablaga ‘inform sb that’

5 | Subject-Object-Secondary Object | kel 'a‘ta ‘give sb sth’

6 | Subject-Object-Oblique 1 "abfa ‘hide sth from’

7 | Subject-Oblique a4l "abfaqa ‘fail in’

8 | Subject-Obliqgue-Complement X "akkada ‘confirm to sb that’

9 | Subject-Obliquel-Oblique2 &4 'ittafaga ‘agree with sb on’

10 | Subject-Object-Obliquel-Oblique2 | s "iStara ‘buy sth from sb for’

11 | Subject-Xcomp 3\ "arada ‘want’

12 | Subject-Object-Xcomp i) 'i'tabara ‘consider’

13 | Subject-Oblique-XComp <1k talaba ‘request from sb to do sth’
14 | Subject-BetweenAnd Ji% tanagqgala ‘move between ... and ...
15 | Subject-FromTo & "agla‘a ‘fly from ... to ...’

16 | Subject-Object-BetweenAnd G nassaqa ‘coordinate sth between ... and
17 | Subject-Object-FromTo ~> yitargama ‘translate ... from ... to ...

Table 12. Subcategorization frames for Arabic verbs

We would like here to explain what we mean by “atnouns”. In Arabic there

is a class of nominals derived from verbs. Theyamsumed to inherit some or
all of the verb’s argument structure. Verbal noand verbs share the same root,
so morphological analyzers that take the root asbtise form can easily relate
them together. In our implementation, however,steen, not the root, is used as

the base form, and so verbal nouns have to beeehseparately into the lexicon.
The derivation process in Arabic uses non-concétenanorphotactics: unlike
English-ing, or -ed suffixes. There is no way to distinguish verbalim® from

nominal nouns as they have the same form.

In our application, there are a total of 1327 verbeouns having

subcategorization frames as shown in Table 13.
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# Arguments Examples

1 | Subject-Object 2L “itmam ‘completing’

2 | Subject-XComp 4 slss muhawalah ‘trying to’

3 | Subject-Object-Oblique <l ’ipfa’ ‘hiding sth from’

4 | Subject-Object-XComp Ukl 'igbar ‘forcing sb to’

5 | Subject-Oblique 2=l ’ihgam ‘refraining from’

6 | Subject-Obliquel-Oblique2 s\l 'jttifaq ‘agreeing with ... on ...’

7 | Subject-Complement <l 'jtbat ‘proving that’

8 | Subject-Object-Secondary Objectl=c! 'i'ta’ ‘giving sb sth’

9 Subject-Object-Complement 4l tam’anah ‘comforting sb that’

10 | Subject-Oblique-Complement | 2w mustashid ‘citing from ... that’

11 | Subject-Oblique-XComp ol iltimas ‘requesting from sb to’

12 | Subject-Object-FromTo Jisa3 tahwil ‘transferring sth from ... to ...’
13 | Subject-FromTo J&s “intigal ‘moving from ... to ...’

14 | BetweenAnd Jus “igtital ‘fight between ...and ...’

15 | Subject-BetweenAnd Jis tanagqul ‘moving between ... and ...’
16 | Oblique < _a harb ‘war on’

Table 13. Subcategorization frames for Arabic verbbBnouns

Perhaps the most effective way to reduce ambiguiigo write more accurate
and more constrained subcategorization frames.oSevery oblique object in
the argument structure the form of the preposii®rexplicitly specified, as
shown in (335)—(337).

(335) _id [resulf V XLE @(V-Subj-Obl %stens [in]).
(336) s~ [contributg V XLE @(V-Subj-Obl %stem. [to]).
(337) .l [poind V XLE @(V-Subj-Obl %stem.! [to]).

These lexical entries call a template with two amguats: the first is the lexical
entry of the verb and the second is the form of gheposition required. The
template as shown in (338) requires the obliqueeaibjo be headed with a

preposition of the same form.

(338) V-Subj-Obl(P_ PF_)=
(* PRED)="P_<(" SUBJ)(* OBL)>' (~ OBL OBJ PCASE)RE _.

The same sort of specification has been done vathal nouns. When a verbal
noun takes an oblique object, the lexicon mustifpéee lexical form of the

preposition as shown in (339)—(341).
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(339) g3 [informing] N XLE @(Subj-Obj-Obl %stem [of]).
(340) Lts! [forcing] N XLE @(Subj-Obj-Obl %steral= [on]).
(341) <3 [evacuating N XLE @(Subj-Obj-Obl %stemy- [from]).

To test how effective this condition is in reducittge ambiguity level, we
removed the constraining equation from the templatl®wing verbs and verbal
nouns to have obliques but without specifying tlexidal form of the
preposition. This change affected 49% of the teté &ind increased the average
number of optimal solutions from 135 to 159 and thesrage number of

suboptimal solutions almost tripled from 1.45E+68138E+04.

The lexical specification is not limited to subaaigzation frames, but it
contains also any structurally relevant informatiéior every verb there is a
specification of whether the verb is a main verlzapula verb. For equi verbs
the control relationship is stipulated, as showr{3a2) for the equi verk s~

hawala ‘try’.

(342) Js=~ V (T PRED)= Usa<(? SUBJ) ( COMP)>’
(t COMP SUBJ NUM) =1 SUBJ NUM)
(t COMP SUBJ GEND) =1 SUBJ GEND)
(t COMP SUBJ PERS) #/(SUBJ PERS).

6.3.3 Application of Syntactic Constraints

MacDonald et al. (1994) maintain that grammaticalowledge plays an
important role in constraining the potential intetations of a sentence. They
cite MacWhinney and Bates (1989) as providing acoast of the effect of
context in resolving ambiguity in terms of a conip@ model, which assumes
that languages provide cues that interact (or “cateip with one another during
processing in order to select a certain interpi@tand inhibit the others.

The LFG theory relies heavily on constraint satiséam mechanism in managing
syntactic ambiguities. Here we will explore twotbé most notorious hotspots
of ambiguity, i.e. coordination and PP attachmant see how they are handled

through constraints in the grammar. However, it tmbe noted that all
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constraints are subject to empirical testing, asstaints can be modified or

removed in the light of new evidence.

6.3.3.1Coordination
Coordination is a well-known hotspot of ambiguitgspecially when the

boundaries of the coordinated phrases can be deimévo or more different

ways. This is known as an ambiguity in the scopeoofunction.

There are two types of coordination: constituentd anon-constituent
coordination (Kaplan and Maxwell, 1995). In constitt coordination two
phrases of the same category are coordinated,Jetqn and Mary went to
London In non-constituent coordination the coordinatkshnents are fragments
of phrases, e.gJohn went to London and Mary to Pari®nly constituent

coordination is covered in our grammar until now.

In the LFG framework coordinated constituents aeated as sets. The phrase
structure notation for creating a set function tfoe coordinated constituents is
presented by Kaplan and Maxwell (1995) as in (348ich means that the two

NPs on the right-hand side are members of the BatriNthe left-hand side.

(343) NP— NP CONJ NP
T4 T4
For the coordinated sentences T ), Figure 67 shows how the two sentences

are represented as a set containing the f-striscthad correspond to sentences.

(Ye8) candl cadig gl caad
dahaba al-waladu wa-namati al-bintu
went the-boy and-slept the-girl
‘The boy went and the girl slept.’
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C-structure F-structure
_ROQTU_ PRED ‘i [10: 4] PRED b [Sieu]>
— T TNS—A5P4|TEN5E past, MOOD Inmcatlvel TNS-ASP ]|TEN5E past, MOOD Inmcatlvel
ROOT.CONJ_COORD, ROOT,
AGR 11IPERS 3, NUM sg, GEND mas:l AGR f,| PERS 3, NUM sg, GENDfeml
52 -3 Sl PRED ‘.4 PRED ‘"o’

{ SPEC -

DET 4 | DET-TYPE nafl | , SPEC
kS

DET gI DET-TYPE I‘]Efl |

[

ional, S_N ional,

SuUBl SuUBl

NTYPE 11| NSYN cnmmnnl NTYPE ,I NSYN cnmmnnl
PERS 3, NUM sg, HUMAN +, PERS 3, NUM s5g, HUMAN +,
GLOSS boy, GEND masc, GLOSS girl, GEND fem,
- Y 10| FIRST-CONJ +, DEF +, CASE nom ;| FIRST-CONJ +, DEF +, CASE nom
v NP v NP. VTYPE maln, STMT-TYPE decl, PASSIVE -, STMT-TYPE decl, PASSIVE -, GLOSS sleep,
3 L o 3 2|GLOSS go, COMP-TYPE verbal 1 |COMP-TYPE verbal

o | COORD-FORM .y

vso, Vso,

-3 NP_DEF-INDEF,, ==l5 NP_DEF-INDEF.
DIO NJO DS NS
[ e

Figure 67. Constituent coordination represented aa set

Some features however are distributive and othatufes are not. In Arabic
NPs, the features of number, gender, person, améimoess are non-distributive

and are controlled through special conditions.

In Arabic, if the subject is a coordinate NP ocmgrin the post-verbal position,
the verb exhibits what is termed “first conjunctegment” by many researchers,
e.g. Sadler (2003) and Hoyt (2004), i.e. the vegbees only with the first
conjunct of a coordinate subject. Alternativelythe subject occurs in the pre-
verbal position, verbs exhibit agreement with tHeolg set, after the features of

the coordinate NP are resolved according to sgentinditions.

The first conjunct agreement is handled in our gnamthrough the phrase
structure rules, as shown if{C). The NP in the subject position which occurs
in the post-verbal position is given a check featir FIRST-CONJ which takes

the value of ‘+'.

(Y¢o) S —> V NP
1=t (1 SUBJ)=
(4 FIRST-CONJ)=+

Then the NP coordination template (the set of rtésponsible for resolving the
agreement features on coordinate noun) checkshéfeature “FIRST-CONJ”.
If it is found the whole conjunction is given thanse features for number,
gender and person as the first conjunct. The exampl ("¢1) and the
corresponding representation in Figure 68 show fimivconjunct agreement is

treated in our grammar.
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(F£7) Ayl cuad
dahabat al-bintu wa-al-waladu
went.fem.sg the-girl and-the-boy
‘The girl and the boy went.’

C-structure F-structure

ROOT, PRED  ‘_ai<[1]>'

TNS-ASP ;| TENSE past, MOOD Innlcatl\.-el
Sa

PRED ‘i PRED 'y
S_Nonequational, SPEC | DET lbl DET-TYPE nefl SPEC | DET ,l DET-TYPE nerl
{ T E
SUBJ .
VS0, NTYPE 5| NSYN common | NTYPE ;| NSYN common |

PERS 3, NUM sg, HUMAN +, PERS 3, NUM sg, HUMAN +,
- ~— GLOSS girl, GEND fem, DEF +, GLOSS boy, GEND masc, DEF +,
V, NP, 4| CASE nom 1| CASE nom

1| PERS 3, NUM sg, GEND fem, FIRST-CONJ +, COORD-FORM 4
VTYPE maln, STMT-TYPE decl, PASSIVE -, COMP-TYPE verbal

el NF.’._‘”.C.ON,I_COORDIHI ..N.Ps @
NP_DEF-INDEF, -3 NP_DEF-INDEF,

B, N, o N,

A el Jls

Figure 68. First conjunct agreement

Kuhn and Sadler (2007) studied different type afgh Conjunct Agreement,
including First Conjunct Agreement, and proposednégresting solution. They
first criticized the traditional representationtbé f-structure for coordinate NPs
as unordered sets. They appealed to this metaiglegrend argued that some of
the mathematical properties of sets turned out ¢oldss adequate. They
suggested using a slightly different formal deviadjich they called “local f-
structure sequences”, and assumed that this nemedeould cater more readily
for the typological differences between languagagarding agreement and the

phenomenon of Single Conjunct Agreement.

If the agreement does not follow the first conjuagreement condition, the
resolution of the features in conjoined subjecli®vezs these rules:

* Gender: The gender of the whole NP is masculinessnbll conjuncts
are feminine nouns.
* Person: The resolution of the person feature fdlols priority order.

The person of the whole conjunction is 1st if arfy/ N in the 1st person.
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The person of the whole conjunction is 2nd if any ¢ in the 2nd
person. Otherwise the person is 3rd.
* Number: the number of the whole NP will be pluraless there are only

two conjuncts and both are singular, in which ¢asewvhole NP is dual.

The example inY(¢Y) and the corresponding representation in Figuresh&av

how the agreement features are resolved.

(FEY) Lad algll gl
al-bintu wa-al-waladu dahaba
the-girl and-the-boy went.dual.masc
‘The girl and the boy went.’

C-structure F-structure
ROOT, PRED  'eaic[1]>'
TNS-ASP ;| TENSE past, MOOD Inmcatl\-el
Sy
PRED ‘'=i PRED "4
S_Nonequational, SPEC | DET 1°| DET-TYPE nefl SPEC | DET ,l DET-TYPE nefl
2 E
VO, SUBJ { NTYPE g| NSYN cnmmnnl " | NTYPE 5| NSYN cnmmnnl }
— PERS 3, NUM sg, HUMAN +, PERS 3, NUM sg, HUMAN +,
> - GLOSS girl, GEND fem, DEF +, GLOSS boy, GEND masc, DEF +,
NP, v, 4| CASE nom 1| CASE nom
_ 1| PERS 3, NUM dual, GEND masc, COORD-FORM -,
NP, CONJ_COORD, NP, Lial 3| VTYPE main, STMT-TYPE decl, PASSIVE -, COMP-TYPE nominal

NP_DEF-INDEF, -3 NP_DEF-INDEF,
D, N, D, N,
J e a1

Figure 69. resolution of the agreement features iconjoined NPs

In our grammar we found that reducing the numbemo$sible scopes of
coordinated constituents helps greatly in reducihg ambiguity level for
sentences that contain coordination. We did thispgcifying which nodes in
the phrase structure trees are allowed to undeygamation and which are not.
For example we only allow NPs to undergo coordovatand forbid sub-
categories under NPs (such as NP_DemonstrativeN&hdCompound) from
undergoing coordination. We also found that statngondition that forbids
conjoined NPs from having an embedded coordinatedtsre was also very
effective in reducing ambiguity. It is possible ttllais constraint might rule out
some valid analyses, but we did not see any goldi@as pruned in the data we
reviewed. However, this remains as an empiricaktjoe and the constraint can

be modified in the light of new evidence. As foethgreement features, we
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found it hard to quantify how the correct spectiica of the agreement features
of the conjoined NP is effective in reducing amitigas this has more to do

with the well-formedness of the grammar.

6.3.3.2PP attachment

Ambiguity in PP attachment arises when a PP carerinodify the preceding
verb (verb attachment) or the noun (noun attachnértie PP attachment
problem in Arabic is magnified by the fact that motly the object follows the
verb, but the subject as well. In the exampleiij we see that the PP, ‘in the

Middle East’ can modify the object noun, ‘democraoy the verb, ‘protect’.

(YEA) Jau ¥ G5l 8 4kl jiagall asy
yahmi ad-dimugratiyyata fi as-Sargi al-’awsati
protect.sg.masc the-democracy in the-east tioelmi
‘He protects democracy in the Middle East.’

There are examples when the PP has a sure attachongre verb when the
preceding noun is pronominal or proper noun, butmaost other cases an
ambiguity is created. Each additional PP increabes number of possible
attachment solutions leading to increased ambiguity

While there are cases of PP attachment ambiguatyddrtainly need some deep
knowledge, simple superficial knowledge can be uaedpossible contextual
cues to predict proper attachment. Due to theaddiffy of modelling semantics
and world knowledge in order to resolve the PP chtteent ambiguity,

researchers have considered word co-occurrendégtisgatn annotated corpora.

Hindle and Rooth (1993) are the pioneering reseascim looking for a solution
for the PP attachment ambiguity problem using podiséic methods. They
proposed that PP attachment can be resolved onbdkes of the lexical
preference (or what they termed “lexical assocmjidy weighing the relative
strength of association of the preposition with gireceding noun and verb,
estimated on the basis of word distribution in r@éacorpus. They used human

judges to decide the PP attachment for 880 tesesess on the basis of verb,
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noun and preposition alone, i.e. without seeing ris of the sentence. The
human judges had an average accuracy of 86%, leldexical association
procedure based on the co-occurrence frequencyhatcuracy of 78%. This
proves that the task of judging the PP attachneenkither easy nor error-free,

even for human judges.

There have been several attempts to extend ancdwapgidindle and Rooth’s
(1993) model to try to achieve better results. IBaiid Resnik (1994) applied
their Error-Driven Transformation-Based Learningaaithm. First, unannotated
text is passed through the initial-state annotttat assigns a default structure
(right association). The text is then compared tmanually annotated corpus
and transformations are learned. The learning sedan 4-tuples of v, nl, p,
and n2, where nl is the object and n2 is the olgjepteposition. They reported

that this model yielded an accuracy of 81%.

Zavrel et al. (1997) used another statistical mativdemory-Based Learning, in
trying to improve the performance of PP attachnresblution. They also took
account of the object of preposition in their stital analysis and achieved 84%

accuracy.

In the field of psycholinguistics MacDonald et €1994) pointed out that “the

relative plausibility of the alternatives suggesite preferred interpretation”.

They suggest that both nouns and verbs have ditfgmeferences about which
thematic role is likely to be assigned by the psian. They assume that there
are three potentially highly constraining sourcésbiasing lexical frequency

information for interpreting the PP attachment aguhiy:

* The verb. Action verbs tend to occur with modifying PPs (eeying
instrument or manner roles) more than perceptigmsgchological (mental
state) verbs.

* The noun. Nouns which have argument structure representatiend to
occur with modifying PPs, for example, nouns relate communication
(mail, messageetc.) occur often with themanéil about the parking

situation).
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* The PP.Location PPsif the room, next to the nightstgnare neutral in
their attachment preferences, while temporal PiRg) asin three minutes
tend to have verb attachment preferences. Preposithemselves provide
highly constraining information. The prepositiof, for example, nearly
always attaches to a preceding noun and assignattabute pook of
poem3 or theme roledestruction of the ci)y whereas prepositions such as
into, ontg andto nearly always assign a goal rotedk the dog into the
housg. The prepositionwvith, on the other hand, is ambiguous as it assigns
a broader range of roles, including manner, insémnim attribute, and

location.

In our application, drawing on all of the above t@med ideas, we set a wide
range of constraints to decide whether the PP iflumetas an oblique object to a
verb, a modifier of a noun or an adjunct to thetsere. These constraints take
into account the nature of the verb, noun, prewsidnd prepositional object.
The major weakness of our work with PP attachmesblution is that the
constraints are based mainly on intuition and olsemn of a small subset of
data, and not on any corpus-driven statisticsh@lgh these constraints help in
keeping the PP attachment within a reasonable loynBP attachment is still a

hot spot of ambiguity in our grammar.

In this section we are going to show hard-codedtramts used in the grammar
to constrain obliques in subcategorization frantiest the effect of word order
flexibility, constrain sentential PP adjuncts, doas copula PP complement,
and constrain PPs modifying nouns.

Constraining obliques in subcategorization frames

In section6.3.2 on Lexical Specification we saw how verbs &adbal nouns
which subcategorize for obliques are constrainegp®scifying the lexical form
of the preposition. We showed that removing thiscéfration affected 49% of
the test suite and increased the average numlmgtiofial solutions from 135 to
159 and the average number of suboptimal solutiainsost tripled from
1.45E+04 to 3.38E+04.
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It must be noted here that it is not only verbs amdbal nouns that can
subcategorize for obliques. Common nouns and adgsctan subcategorize for
PPs as well, and the lexical form of the prepositioust be clearly stated, as
shown in {'¢%) and (¢ +) which link to the template i"¢)). The template uses
the constraining equation to define the lexicahfarf the preposition that must
be used with these nouns and adjectives. The gmmh of obliques for some

nouns and adjectives led to a reduced level of guilyi for further 4% of the

test suite.

(V) a. «oa [war] N XLE @(TakesObIPP %stegde [or]).
b. &k [road] N XLE @(TakesObIPP %stedto]).

(Yo+) a. «sea [full] ADJ XLE @(TakesObIPP %steatof]).

b. sus=[necessary  ADJ XLE @(TakesObIPP %stesfor]).
(Ye)) TakesOblPP(P_ Prep_) = (* PRED)='P_<(" OBL)>' (\.GBEBJ PCASE)=c Prep_.

Constraining word order flexibility
In Arabic the oblique generally follows the subjelct a few cases the oblique
precedes the subject, as in (352).

(352) Adanddll Jiliadl) auea Leale sl

wafaqat ‘alai-ha gami'u al-fasa’il al-filistiniyyah

agreed on-it all the-factions thed3#hian

‘All Palestinian factions agreed on it.’
Such cases, i.e. where the oblique precedes thecsulnust be explicitly
constrained. The conditions in (353) help to canstin the grammar in three
ways. First, the subject must not be a ‘pro’, whickans that it can be neither a
pronoun nor a pro-drop. Second, the object of thlejoe must be a pronoun.
Third, the oblique is allowed to precede the subpaty with certain verbs. This

constraint helped in reducing ambiguity for 6%l test suite.

(353) (PP: (® OBL)=!
(» SUBJ PRED)~="pro'
(~ OBL OBJ)="pro'
{(» PRED)=c ki.' |(» PRED)=cJ~' |(* PRED)=c&i!s'})
NP: (* SUBJ)=! (! CASE)=nom)

Similarly, obliques generally follow objects, but & few cases an oblique may

precede the object, as in (354).
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(354) izl 4ds Joall e oy
yumli ‘ala ad-duwali kaifiyyati 'idarati Su’lini-ha
dictate on the-countries how managingiaHfas
‘He dictates to the countries how to manage thiairs.’

In our grammar this is constrained only by the dakiform of the verb. This is
shown by the code in (355) which stipulates tha dblique is allowed to
precede the object only with certain verbs. Thisist@int helped reduce
ambiguity for 5% of the test suite.
(355) (PP: (™ OBL)=! ‘ ‘ ‘
{(* PRED)=c&l!" |(* PRED)=c&sl' |(* PRED)=cSlkl' })

NP: (* OBJ)=! (! CASE)=acc)
Constraining sentential adjuncts
Perhaps the constraint with the greatest impastirrgrammar is that concerning
the PP attachment as a sentential adjunct. A dmdteadjunct PP (or the
parenthetical phrase) can occur anywhere in thieesee, yet it usually prefers

the final position, as shown in (356).

(356) Clangdl azy el i) a1 dd il <) e

‘azzazat  as-Surtah al-'igra’ati al-"amniyyati ba‘da al-hagamat

reinforced the-police the-measures the-secuftgr the-attacks

‘The police reinforced the security measures dfterattacks.’
The code in (357) shows three sorts of constrakitst, it is constrained by the
lexical form of the preposition alone. Second,sitconstrained by the lexical
form of the preposition along with the lexical fowhthe object of preposition.
Third it is constrained by permitting the morphavsctic class of the
prepositionals (ADVPREP) in this position. Prepiosials are prepositions
derived from nouns taking the accusative case {dered by traditional Arabic
grammarians as adverbs) suchcasbaina ‘between’, and<s3 tahta ‘under’.

These constraints led to a reduced level of amtyigui56% of the test suite.

(357) PARENP_PP --> PP:
{(» OBJ PCASE)=¢.
| (* OBJ PCASE)=¢
| (* OBJ PCASE)=c» (* OBJ PRED)=0-1ls"
| (* OBJ PCASE)=g
| (* OBJ PCASE)=6is
| (* OBJ PCASE)=¢l=
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{(* OBJ PRED)=c'

|(* OBJ PRED)=i"

|(* OBJ PRED)=dk" }
| (* OBJ PCASE)=¢d

{(* OBJ PRED)=ciw!

|(* OBJ PRED)=6 &

|(* OBJ SUBJ)}
| (* OBJ PCASE)=¢! (* OBJ COMP-FORM)=¢/
| (* ADVPREP)=c +1.

Constraining Copula Complement PP

The copula complement can be realized as a prepuaiphrase, as in (358).

(358) dawalall L& syl S

kana al-infigaru fi al-'asimah

was the-explosion in the-capital

‘The explosion was in the capital.’
The PP in the copula complement position can alsocbnstrained. The
condition in (359) shows that not all prepositi@ars allowed to head a copula
complement, but only a limited number of preposgi@an occupy this position.

This constraint led to reducing ambiguity in 12%lué test suite.

(359) PP: (* PREDLINK)=!
{(! OBJ PCASE)=¢.#
|(! OBJ PCASE)=¢lc
|(! OBJ PCASE)=c:
|(! OBJ PCASE)=¢ s
|(! OBJ PCASE)=gua3
|(l OBJ PCASE)=¢c
|(! OBJ PCASE)=¢6}

Constraining PPs Modifying Nouns

The PP can be attached to a noun and function asljanct or modifier to this
noun, as in (360).

(360) s s¥) (5l b Akl jianal) ClaSLaY)!

al-’islahatu  ad-dimugqratiyyati fi as-Sargi al-’awsati

the-reforms the-democratic in the-east the-neidd|

‘the democratic reforms in the Middle East’
The code in (361) shows four different types ofstaaints. First, the noun must
not be a proper name. Second the object of theopitegn cannot be a verbal

noun. Third, there is a constraint on the lexicaht of the preposition. Fourth,
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there is a constraint on the lexical form of thepgmsition and the object of
preposition. This set of constraints led to a rédacn ambiguity in 33% of the

sentences in the test suite.

(361) PP-NounAdjunct --> PP:!$ (* ADJUNCT)
(" NTYPE NSYN)~=proper
~(! OBJ SUBJ)
{(* OBJ PCASE)=c,*
| (| OBJ PCASE)=¢ (! OBJ PRED)~=tu'
| (! OBJ PCASE)=¢l=
| (| OBJ PCASE)=c»
| (! OBJ PCASE)=¢!! (! OBJ PRED)=c-l>'
| (! OBJ PCASE)=4d
| (! OBJ PCASE)=cw
| (! OBJ PCASE)=Cl~
| (! OBJ PCASE)=ce}.

6.3.3.3Mending Non-exclusive Disjunctions
The resolution of disjunctive feature constrairgscomputationally expensive,

and may be exponential in the worst case (FranR91Disjunctions are the
alternative paths that a rule can take. If thesenat clearly defined in order to
be mutually exclusive, they inevitably lead to aremdlow in the number of
generated solutions. Reviewing these rules leadsenwoving a considerable

amount of spurious ambiguities.

As a hypothetical problem to show the power of egalusive disjunctions in
generating a large number of ambiguities, we chartpe condition in (362)
which states the that the case of the subject NBt fd@ nominative into the
condition in (363) which contains a non-exclusivgjuhction and which states
that the case of the subject NP is either nomirativ not accusative or not
genitive. This single change affected 72% of th&tesgces in the test suite, and
the affected sentences had a three-fold increasth@nnumber of possible

solutions.

(362) NP: (» SUBJ)=! (! CASE)=nom.
(363) NP: (* SUBJ)=! {(! CASE)=nom | (! CASE)~=acc | (ASE)~=gen}.
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In real-life situations non-exclusive disjunctiomse the most intricate and
hardest to discover and fix. This is why the XL&tfdrm comes with a built-in

utility “check-grammar-disjuncts” for spotting n@xclusive disjunctions.

Back in the history of our grammar development,ngiag the way a rule was
written to avoid a non-exclusive disjunction ledatbiuge reduction in parse time

by 68%. The number of subtrees was reduced thappximately 10%.

6.3.4 Domain Specific Adaptation

Concentrating on a domain reduces ambiguity bywatlg us to focus on
selective access to lexical entries and syntattictsires and to avoid needless

details in both levels.

MacDonald et al. (1994) maintained that contexiafmrmation can result in the
activation of a single meaning of an ambiguous wamd cited Duffy et al.

(1988) as assuming that the context can “reordecess to meanings by
promoting or demoting interpretations. Though thesant context in the narrow
sense of adjacent words, we can use context heee broader sense of the

domain or field in which the discourse is used.

We focused on the news domain in our research. $&enae that the imperative
mood and the interrogative constructions are ngteeted to occur in news
articles with significant frequency. As we have whcearlier in sectio%.2.2 on
morphology, removing the constraints on forming ffessive voice affected
1058 verbs out of 1640, and removing the conssaort imperative mood
affected 1110 verbs. When the new version of thephmogy (after removing
the constraints on forming the imperative and pas&krms) was integrated into
the grammar, the number of possible parses wasisanly increased for 17%
of the sentences in the test suite, and the pemgewas increased by 9%. When
interrogative construction was commented out frbm grammar, this led to a

further 3% reduction in parse time.
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The morphology is restricted to the domain of M@#&d, therefore, Classical
Arabic forms were avoided. Some proper names asecaged with classical
senses that are no longer used in the languagh, asithose listed in (364).
Some classical entries are totally no longer in gseh as those in (365). All
these forms are homographic with other forms thatia contemporary usage

and their inclusion would only complicate the amiiig problem.

(364)a. alus husam ‘Husam / sword’
b. 443 hanifah ‘Hanifah / orthodox’

(365)a. ¥ gaffa ‘todry’
b. -\e} ‘abada ‘be untamed’
c.<! ’'abba ‘desire’

The grammar is restricted to MSA constructions a#i,vand, therefore obsolete
constructions, such as the OVS word order, are iddem. Infrequent
constructions, such as the VOS word order, arehhigbnstrained. We have
shown in section6.1.2 on word order ambiguity how the VOS word orde
converges with VSO to create an ambiguity issuee Ftominative and
accusative cases which distinguish the subjectthadobject, and which are
normally marked by diacritics, do not show in theface forms. This leads
every VSO sentence to have a VOS interpretationsicoguan ambiguity
problem. In our grammar allowing the VOS beside M8@hout any constraints

almost doubled the number of ambiguities for 15%hefsentences.

Such domain-oriented adaptation relieves the loathe system and makes the

parser faster and more efficient.

6.4 Disambiguation in post-parsing phase

The post-parsing stage has no effect on the nunobesolutions already
produced by the parser, as it neither increasesdeoreases the number of
parses. This stage is primarily responsible fortmding the presentation,
analysis, and reordering the ranking of these molst
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The post-parsing phase covers the issues of packimgiguities, optimality
marks for preferences, using discriminants, andhststic disambiguation. These

are considered as add-on utilities that complerientore parsing system.

6.4.1 Packing ambiguities

The need for packed representation stems fromatietifiat developers usually
need to determine the source of the multiple smhstithe parser produces (King
et al., 2000). Some parses are legitimate, whiterstare spurious and need to
be eliminated. Searching through the parse forgséxamining one solution
after the other can be tedious, time consumingimpdactical if not impossible.
Grouping the solutions in packed representatioms eféectively speed up the

process of detection and revision.

This is why XLE comes with a built-in facility forshowing packed
representations of the alternative solutions (Keh@l., 2000). When a sentence
is parsed, XLE displays four windows: c-structufestructure window, f-
structure charnvindow which shows a packedpresentation of all analyses, and
a chart-choices window. The example in (366) shawgal ambiguity which
arises from the fact that the noun in the objecsitpm is morphologically
ambiguous and can be interpreted as either pluclial.

(366) Cihaddll Al Care L

sa'adat al-hai’'atu  al-filistiniyyin/ al-filistiniyyain

helped the-agency the-Palestinian.pl/ the-Palestidual

‘The agency helped the Palestinians/ the two Balass.’
The f-structure chart window in Figure 70 providedist of choices that are
caused by alternative solutions. Please note liea@tabic letters are distorted in
the XLE chart, due to the fact that the Mac OS Istheés not link the Arabic

letters properly.
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8enoe6e X! fschart

killI most probable] Commands Yiews _1a _Jc _Jl
I F-structure chart

"D dd! Mgl @b

PRED "ot [S8imagal s [106: gagigead] >
RED ‘sage’
E WSYN commorn
SUBJ EN ]

PEC [DET DET-TYPE def]
52|CASE nom, DEF +, GEND fem, HUMAN -, NUM sg, BERS 3
FED ‘g’
E ENS‘:‘N curmun]

tm:1 dual:
OB ['[(a:i pl> ]]

PEC [DET DET-TYPE def]]
106(cASE acc, DEF +, GEND masc, HUMAN +, PERS 3

TNS-ASP MOOD indicative, TENSE past]
2|cOMP-TYPE wverbal, PASSIVE -, STMT-TYPE decl

Vi< T

Figure 70. F-structure chart for packed ambiguitiesin XLE

Figure 70 shows two alternative analyses of thetepee in (366). These
analyses are identical in all respects excepthenalue of the feature NUM for
the NP in the object position, which may be dualptural. In the f-structure
chart window, the two values are labellechalsanda:2. These labels are active.
If the user clicks on a choice the correspondingtem is displayed in the c-
structure and f-structure windows. This facilityuseful in grammar debugging

and development.

6.4.2 Optimality marks for preferences

The Optimality Theory (OT) was first developed byinee and Smolensky
(1993) for phonology, but later it was extendedtiwer fields such as syntax and
semantics. The model used in LFG for ranking pesfees and constraints
(sometimes referred to as OT-LFG) is inspired gy @T, but does not strictly
comply with the principles of the original theofyfhe major difference between
OT and it application in LFG is that in the oridif@T there are no rules and no
hard inviolable constraints. All constraints areked in a hierarchy and they are
all violable. Choosing a form is based on resolvihg conflict between
competing constraints, maintaining that violati@isigh ranking constraints is
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more serious than violations of low ranking onesd&r, 2000, Wunderlich,
2005). In LFG, however, the idea is different. Theare hard-coded rules,
constraints, and disjunctions (or options). Thgudistions are ranked so that

preferred solutions can be filtered from disprefdrones.

Optimality ranking in LFG also functions as a weigh approach that gives the
grammar writer control over the means of expresdwrfilter implausible
readings (Kuhn and Rohrer, 1997).

In LFG, OT is a projection (o-projection or o-sttwr@) used on top of grammar
constraints to rank alternative paths of the phsasecture or alternative features
in the f-structure (Frank et al., 2001). It takies form in (367) which states that
the Arabic sentence, S, is expanded into a V falbwither by an explicit NP
subject or a pro-drop subject, and each choiceasked with an o-projection

mark for preference ranking.

e NP 3
(1 SUBJ)=
MARK1 O o*

367 S > Y e \
(¢ PRED)= "pro’
(1 SUBJ)=

MARK2 0O o*

Optimality marks have proved to be the most eféectutility in ambiguity
management in the post parsing phase by limitimgrihmber of possibilities
according to a predefined set of criteria for prefees and dispreferences. Table
14 shows how optimality ranking is very effectivepecially when the number
of possible solutions grows dramatically. The numefore the ‘+’ sign in the
table is the number of optimal solutions and thenber after the sign is the
number of suboptimal solutions. Frank et al. (20®&)ntained that OT marking
is an effective mechanism in filtering syntactic laguity, even though the
preference constraints are constantly faced withcegtons and

cou nterexamples.
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# | Sentence Solutions

1| ol cmall s 0¥ 5 ol Lesa A pall Jall (g ) S o sl 5 | 44260

I 51 pall A8 Hliay Jazadl () Ko Jiiaall (f Wacaa cdudal jaaall (3a3 )
aiaall 8 Jals

wa-'awdaha ’anna katiran mina ad-duwali al-‘arabiyyati

and-clarified that many of the-countries-#rab

min-ha al-bahrain wa-I-'urdun wa-I-magrib  bada’at

from-them Bahrain and-Jordan and-Morocco started

tas'a 'ila tahqigi  ad-dimugratiyyat, mudifan ‘ann

try to achieving the-democracy, adding that

al-mustagbala sayaktinu ‘afdala bi-musarakati

the-future  will-be better with-participatio

al-mar’ati  bi-Saklin kamilin ~ fi al-mugtama’i

the-woman in-way complete in the-society

‘And he pointed out that many Arab countries inahgd

Bahrain, Jordan and Morocco started to try to apply

democracy, adding that the future will be bettehwie full
participation of women in the society.’

2 Ol oz g allail) e Bliad) e dpladV) clalid) 5,08 o 3 SA) s ol 5 | 30+266
Basaaa i 53l 5 (pilal sall
wa-"awdahati al-mudakkiratu "anna qudrata as-sulutati
and-clarified the-memorandum that ability thekauities
al-’afganiyyata ‘ala al-hifazi ‘ala an-nizami
the-Afghani on the-preserving on the-order
wa-damani ‘amni al-mwatinina wa-l-zuwwara mahdidah
and-safeguarding safety the-citizens and-the-visiimited

‘The memorandum pointed out that the ability of &fghani
authorities to keep order and safeguard the safeatifizens
and visitors is limited.’

3 | Sl Glall e call ol anls e dlslae diaal (o0 Dlbad a5 | 3244304
5yl Al 48 2y 5 3 Al (b Al il il 4y 5 yuin
calalaiy
wa-yu‘addu hitaba bls ’'ahdata muhawalatin min
and-considered speech Bush most-recent attempon
ganibi-hi li-yubarrira al-harba ‘ala al-‘iragi bi-'anna-ha kanat
part-his to-justify the-war onlrag  by-that was
daruriyyatan li-tabanni ad-dimugratiyyati fi al-mintaqati fi waqtin
necessary to-adopt the-democracy in the-neigiime
yadidu fi-hi nafsahu yata'arradu li-intigadatin
find in-it himself being-subject to-criticisms
‘And Bush’s speech is considered as the most reatnpt
on his part to justify the war on Iraq that it weecessary to

spread democracy in the region at a time thatriusfi
himself subject to criticisms.’

Table 14. Effect of optimality in reducing the numler of possibilities

Optimality marks in LFG are a means to express a dispreferfenéefrequent
readings, without having to rule them out, as diferent context these readings

may be the most plausible, or even the only possidhalysis (Frank et al.,
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2001). OT can also be very valuable in domain g$igeapplications where
certain constructions and choices need to be dtathin specific domains. The
OT mechanism can also increase the robustnessgcdnamar by adding low-
ranked fallback rules, which allows for parsing ecoom grammatical mistakes

and marginal constructions (Frank et al., 2001).

There are different types of Optimality Marks falexcting plausible solutions
and performing various other purposes. These mamiksexplained as follows

(mainly from Frank et al., 2001).

1. Preference Marks Preference marks are prefixed with a plus sigh an
are used when one choice is preferred. In the Argldmmar preference
marks are used for function words. They are alsul us give preference

to obliques over adjuncts.

2. Dispreference Marks Dispreference marks are used for rare
constructions. The marks make sure that thesercmtishs surface only
when no other, more plausible, analysis is possibleur grammar these
are used to mark the first and second person @sdte not typically
found in the news domain), and to mark the passadings. It is also
used with demonstrative pronouns when they funci®mPs, as this is

an unlikely possibility in the grammar.

3. STOPPOINT Marks. According to the XLE manuathe STOPPOINT
marks are used to allow XLE to process the inpuimultiple passes,
using larger and larger versions of the grammarOBHOINTS are
processed in order from right to left, so that firat STOPPOINT
considered is the rightmost. Constructions markétt 8 TOPPOINTSs
are tried only when the system fails to find optimasuboptimal parses.
STOPPOINTs are useful for speeding up the parsamby considering
rare constructions when no other analyses areadlailln our grammar

STOPPOINTS are used for uncommon morphological $oremnd

® http://www2.parc.com/isl/groups/nitt/xle/doc/xlecthtml
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uncommon grammatical constructions. They are atsal uo mark the

case when adjectives function as NPs.

4. UNGRAMMATICAL Marks . These are used to increase the robustness
of the grammar by allowing it to parse ungrammaticanstructions
which do not conform to the well-formedness constsa such as
relaxing the subject—verb agreement constraintnglieh We did not
use this mark in our grammar as robustness is poin@ary objective in

the current stage.

5. NOGOOD Marks. These marks indicate that the analysis is alveags
even if there are no other analyses. They are iasedmment some rules
out of the grammar. Kuhn and Rohrer (1997) used BOG marks to
create different grammar versions with switched paffts of rules. This
mark is used in our grammar to exclude the impezadind interrogative

constructions, and to comment out some subcategmnizframes.

OT-LFG has been extended by allowing the systehedm preference ranking
from a corpus, and also the preferences are ranked continuous scale of
numbers (Forst et al., 2005, Kuhn, 2002).

6.4.3 Using discriminants

The parser usually produces tens, hundreds andtisogseeven thousands of
solutions. In this case, reviewing the solutionshiaynd to select the correct one
becomes a tedious, impractical and even impossésk. To deal with this
problem, the research group at Bergen Universitized a smart and efficient
disambiguation process based on the ustisafiminantsin the TREPIL project
(Norwegian treebank pilot project 2004-2008) whishmainly aimed at the
construction of a Norwegian parsed corpus (OepeénLamning, 2006, Rosén et
al., 2005a, Rosén et al., 2005b, Roseén et al.,)2006

Rosén et al. (2005a) believed that treebank cortgiru on the basis of

automatic parsing is more desirable than manualotation, as manual
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annotation is costly and prone to errors and insterscies. Treebank
construction can be an immediate benefit of thengmar, as treebanks are
highly in demand for statistical research that witimately benefit the grammar
by allowing it to expand and incorporate accuratermation on the frequency
of structures and subcategorization frames (Rodmer Forst, 2006). Stochastic
disambiguation techniques require the existencex dfeebank to extract the
frequency information about parse choices (Rieelenl., 2002). Moreover a
complete probabilistic parser can be constructedutfh methods of induction

from a treebank (O'Donovan et al., 2004).

As part of the work in the TREPIL project, the XMéeb Interface (XLE-Web)
is developed as a web-based tool for parsing witk And viewing c-structures
and f-structures along with the discriminants fagadhbiguation. In our work
with the Arabic grammar we found that the XLE Waefitetface was of
immediate benefit as it allowed us to view our pamssults in a better platform

that renders the Arabic characters correctly.

Discriminants are defined by Carter (1997) (asdclig Rosén et al., 2005a) as
small independent choices which interact to crelieens of analyses. It is
maintained that disambiguation can be done morektyuand efficiently if it is
based on these elementary linguistic propertiesdiseriminants, than if it is
based on the solutions themselves. Rosén et @5&@lefined a discriminant in
LFG terms as “any local property of a c-structuref-structure that not all
analyses share.” They classified discriminants itticee types: c-structure
discriminants which deal with node branching, tisture discriminants, which
deal with the feature—value matrices in the f-dtrre; and morphology
discriminants which deal with the different tagsawed from the morphological

processaor.

For the example in (366), repeated here for comver@ as (368), Figure 71
shows the XLE-Web interface with the f-structurestwcture and list of
discriminants. This example has one morphologyrofisnant that is reflected in
the f-structure, which also shows one discrimindiite discriminants are the

different values of the NUM feature. The discrimmtgare active links so that a
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human disambiguator can choose a discriminantibict on it, or reject it by

clicking oncomp] i.e. complement.

(368) (idanddll Al el
sa'adat al-hai’atu  al-filistiniyyin/ al-filistiniyyain
helped the-agency the-Palestinian.pl/ the-Palestidual
‘The agency helped the Palestinians/ the two Balass.’

Discriminants C-structure F-structure
Sele ans: 2
Selected solutlons ROOT, BRED L[], [2ia k]
TNS-ASP ]ITENSE past, MOOD muu:atwei
F-structure discriminants S
PRED 'l
! uba i’ NUM pl 1| compl 1
= S_Nonequational, SPEC DET ;| DET-TYPE der|
| ubudi' NUM dual 1|compl ° 1
Morpholegy discriminants a1 dual
Vs, 081 NUM ( }
2
ulati+ pl+noun+masc+human+e+accgen | 1| campl = / i, )
subli+noun+masc+human+e+dual+accgen | 1 | compl Yy MRy NP3 NTYPE ,! NSYN cumman!
PERS 3, HUMAN +, GEND masc,
waelis NP_DEF-INDEF, NP_DEF-INDEF, 2| DEF +, CASE acc
-. PRED ‘e’
b, N, D; Nz
SPEC DET BI DET-TYPE nerl
5
- g 2 SUB]
I La A aidadi NTYPE 4| NSYN cnmmnni
PERS 3, NUM sg, HUMAN -,
1| GEND fem, DEF +, CASE nom
| STMT-TYPE decl, PASSIVE -, COMP-TYPE vertal

Figure 71. XLE-Web interface showing discriminants

6.4.4 Stochastic disambiguation

MacDonald et al. (1994) believed that frequence@# the order in which the
meanings of ambiguous words are accessed. Theyevaowpointed out that
most theoretical linguists in the past have shovwttle | interest in issues

concerning statistical properties of language, iagulstics at the time was
influenced by Chomsky's argument that the concdpwell-formedness of

syntactic structures cannot be accounted for hygustatistics. MacDonald et al.
(1994) said that the Chomskian exam@e]orless green ideas sleep furioysly
used to be quoted to show how nonsensical sentsvittes low frequency can
still be considered grammatical. They, however,maaned that this view has
changed as frequency information has come be adkdged as relevant to

sentence comprehension.

MacDonald et al. (1994) emphasised that even winen grammar admits
multiple alternative interpretations at a givendeuf representation, they often
differ substantially in frequency and thus havefedént probability. These
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probabilistic sources of information interact tdoal the system to settle on a

certain choice and discard the others.

Manning and Schitze (1999) maintained that hanfectaules are ineffective
in resolving the ambiguity problems and that aistiadl NLP model, which

learns lexical and structural preferences from ae@mffers a better solution to
the ambiguity problem as “statistical models arbust, generalize well, and
behave gracefully in the presence of errors andaea.” They also pointed out
that the parameters of statistical disambiguatian be learned from corpora,

reducing the need for human effort in producing NlyBtems.

In the LFG literature, stochastic disambiguation used as an automatic
probability-based disambiguation component. Itelon an already annotated
corpus to compute the probability of alternativespa and assign a score to each
alternative. This approach however has to faceasswal problem, that is the
quality and size of the treebanks used. If the tional annotations in the
treebanks are rudimentary and the size of treebmnkmall the application of

statistical estimation will be hindered (Riezleaét 2002).

In our situation, we did not use this utility, sindt requires costly data
preparation to obtain labelled trees. Even if aliek does exist, manual work
is required to make sure that the annotation isistent with LFG formalisms.
There is an Arabic treebank available in the LDGt #ue to time and scope
limitations we could not acquire this treebank xplere the feasibility of using

it in probabilistic disambiguation.
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7 Grammar Development, Testing and Evaluation

The syntactic parser for Arabic is developed withine framework of LFG

(Lexical Functional Grammar) (Bresnan, 2001, Kapdawa Bresnan, 1982). In
this parser a cascade of finite state transducees used to cover the
preprocessing phases: normalization, tokenizatioorphological transduction,
and multiword expressions transduction. Beside doamsducers there are
backup transducers to provide estimates when exsalyses are not possible.
These backup guessers are the non-deterministienimdr and the

morphological guesser. Tools for processing the@u®rby breaking a running
text into sentences and providing frequency stesison lexical entries are

developed in Visual Basic.

The Arabic grammar at the current stage has 57 meanrules and 13,600
morphological entries. The corpus we use contai@srillion words in 17,958
articles comprising 209,949 sentences of newslesti@l-Jazeera news articles
for the year 2003 and the first half of 2004). Hwerage sentence length in this
corpus is 25 words. The Arabic grammar parser®own in this stage provides
33% coverage (complete parses) for short sentefidedo 15 words) of an
unseen subset of the data. The coverage is extand@8% using robustness
techniques, such as morphological guessers aragmént grammar. Although
the grammar does not target longer sentencessastifge, just to have a rough
idea about the grammar coverage regarding longdgersees, it was found that
the grammar provided 16% coverage (complete pafsesyentences ranging

between 16 and 25 words in length.

This chapter starts by discussing the developmérttaad-crafted rule-based
grammars, showing that it is not usually a fastcpss, but it takes years of
building and investigation. We then explain thegeta of Arabic grammar
development and the tools used for processing ¢inpus for the purpose of
testing and developing the grammar. We then repogn evaluation experiment
conducted on unseen data to show how much covetagegrammar has

achieved at the current stage. We also apply afsetbustness tools (guessers
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and fragment grammar) and show how these utildreseffective in increasing
the coverage, and providing useful pieces of indram, when complete parses

are not possible.

7.1 How Fast Can a Grammar Be Developed?

In the available publications within the ParGranojget we found that the
German grammar is the best documented with regerdthe coverage at
different stages and at different points in theed@wment history. So we decided
to trace German to see how fast the grammar hasaped since its inception

until the present day.

Work started on the German LFG-based grammar soraebefore 1999 and
was reported by Butt et al. (1999b). In an evatmtxperiment in 2000, the
grammar covered 35% of free newspaper text (Dipg€63). In 2003 the
grammar achieved 50% coverage (Rohrer and Forf6)2Forst and Kaplan
(2006) reported that “The revised tokenizer incesashe coverage of the
grammar in terms of full parses from 68.3% to 73.4% sentences 8,001
through 10,000 of the TiGer Corpus.” In 2006, Rofaned Forst (2006) reported
that “In parsing the complete treebank, 86.44% h&f $entences receive full

parses.”

From this data we can draw a timeline for the glointcoverage in the German
grammar as shown in Figure 72. Yet it must be ndted the testing and
evaluation experiments mentioned above are not gemepus as some of them
were conducted against free newspaper texts witiler® against the TiGer

treebank.
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Timeline of German Grammar Coverage

100%
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Figure 72. Timeline of German grammar coverage

Regarding the English grammar, work started wefbiee 1999 (Butt et al.,

1999b). We managed to find only two coverage evaoaxperiments.

Riezler et al. (2002) reported that the grammavipex 74.7% coverage as full
parses for section 23 of the Wall Street Journapus Kaplan et al. (2004)
reported that the XLE grammar achieved 79% covesagelll parses of section
23 of the Wall Street Journal corpus. From these éxperiments we can draw
an (admittedly more tentative) indicative timelioé the growth of English

grammar coverage, as shown in Figure 73.

Indicative Timeline of English Grammar Coverage
100%
80% | /‘/—.
60%

40% i /

20%

Coverage

0%
1998 1999 2000 2001 2002 2003 2004

Year

Figure 73. Indicative timeline of English grammar overage
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The data presented for German and English gramadasge shows that the
development of a hand-crafted rule-based grammiaotisisually a fast process,
but it takes years of building and investigatiorheTdevelopment is usually

hampered by the need to study and analyse sulatleamplex constructions.

7.2 Stages of Arabic Grammar Development

Among the ParGram community, there is no agreediigad of methodologies
and strategies for developing a grammar. The sémioik in the project started
with parsing a tractor manual in different paraleiguages (Butt et al., 1999b).
The aim of the project was to explore the differeghtactic structures in
different languages within LFG and to ensure thatximal parallelism is

maintained in their representations.

In our grammar development we wanted to achievgelacale coverage of the
Arabic news corpus. The development process pdbsaalyh different stages of
maturity and complexity starting with a “toy” staged ending with a more

focused perspective towards the gradable complesusis.

7.2.1 Stage One

In the first stage of the development process, sh seite of 175 made-up
sentences was created to aid the grammar in prayvidoverage of the basic
Arabic sentence structures. The test suite inclu@enbus possible word orders
(VSO, SVO, VOS), copula-less constructions, geratedt number variations,
transitive and intransitive verb constructions, teetial and nominal

modifications, coordination, questions, negatiodemonstrative and relative
clauses, complement phrases, compounding and sestenith multiword

expressions. The development process in this ssaggaightforward. The test
suite has short sentences each representing ost&uion. There is no lexical
variety or deep embedding, and usually there isamdiguity or complexity

characteristic of real-life data. Therefore the ngmsar at this stage was

considered as a “toy” grammar.
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7.2.2 Stage Two

In the second stage of development four articleewhosen from the corpus to
be used as a reference for further developmenteXganded our grammar rules
and lexicons to accommodate the complexity anchlsdity of the real life data.
Eventually 79 real sentences of various lengthsevparsed successfully. The
shortest sentence is three words and the longestisod6 words. Before we
could analyse large sentences they had to be brokensmaller and more
manageable chunks in order to narrow down a prolderfocus on a certain

structure which cannot be easily traced in theeserg as a whole.

This phase allowed the grammar to mature consitlerad it made the grammar
see a sense of real-life data, and deal with heylel$ of complexity and

variations. However, this strategy has its limagati. Four articles cannot be
representative of a dataset consisting of 17,9%@les. Some constructions
contained in the four articles may be too complex mre, some

subcategorization frames may be infrequent, andetieere some typing or
grammatical errors that we would not like to hanalehis stage. During this
stage the development process was slow as it wamny instances stuck with

complex constructions, and we did not manage td yeasonable coverage.

7.2.3 Stage Three

Therefore we decided to move to new criteria féecteng a reference set from
the data. These criteria are based on sentencthleéRge concept of sentence
length is a useful concept in both grammar develmpmand grammar
evaluation. This concept has been manipulated bymesearchers working in
the field of grammar development, whether handtedabr probabilistic. In the
probabilistic paradigm, Charniak (1996) excludetiimexperiment all sentences
that exceeded 40 words in length on the groundsthie# frequency is low and
that the average sentence length in English is @2lsv In this regard, Arabic is
somewhat similar to English. Based on a corpus®fllion words comprising
over 200,000 sentences of news articles we fouatl tthe average sentence
length is 25 words. The frequency of sentences el words is 6%. In the

paradigm of rule-based grammar development, Maxaetl Kaplan (1996)
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show that there is a correlation between sentesrogth, parsing algorithm and

parse time as shown in Table 15 reproduced fromx(i# and Kaplan, 1996).

Order 10 20 30 40 50

O(n) | .01sec.| .02sec;, .03sec. .04 sec. .05 sec.

o(rf) .1 sec. 4 sec. .9 seq. 1.6 sec. 2.5 seg¢.

o(r) 1 sec. 8 sec. 27 seq. 64 sec. 125 sec.

O(°) | 17 min.| 18 hours 8days 47 days 180 days
2" 1 sec. 17 min.| 12days 35yedrs 357 centuries

Table 15. Parsing time of different algorithms forsentences with different lengths

Table 15 above shows that as the sentence grodength it also grows in
complexity, and that beside the algorithm usedarsing, the parse time is also

affected by the sentence length.

Realizing the importance of sentence length asc#orfain complexity, we
investigated the distribution of sentence lengttthi corpus and found out that
sentences which are between 10 and 15 words repré286 of the whole
corpus, as shown in Figure 74. We found that seetetess than 10 words in
length are most likely to include fragments (egadings and captions), and not
complete sentences. Sentences exceeding 50 wardsi@e likely to include

more than one sentence separated by a comma irtdtaddll stop.

Distribution of Sentence Lengths

25% 1

20%-+

15%-+

10%-+

5% -

0% +
1-9 1015 16-20 21-25 26-30 31-35 36-40 41-50 51-100

Sentence Lengths

Figure 74. Distribution of sentence lengths in thérabic corpus

Therefore, we randomly selected 175 sentences mgnigetween 10 and 15
words to be used as reference data. We foundhbatentences in this category

235



share the same characteristics. Sentences tenel somipler and to avoid deep
embedding. We found that a good strategy of grandeaelopment could be to
move from one grade of complexity to the next, msl can be done, to a great
extent, by moving from one range of sentence let@the other.

Another possible venue to explore to enhance apdrekthe grammar coverage
is using a treebank. Rohrer and Forst (2006) rediec treebank to see where

the grammar was incomplete and to determine tlygiénecy of constructions.

Extending the coverage of the Arabic grammar maydssible by relying on
the Penn Arabic Treebank (Maamouri et al., 2003)re&bank could be very
helpful as it contains a lot of useful information word categories and sentence
structures. From a treebank we can extract stalstnformation on the
distribution of syntactic structures: which strues are frequent and which are
rare. Relying on a treebank could also help thengrar writers to base their
judgment on realistic information instead of usipgrsonal judgments and
intuitions. For example, with the aid of a treebamk can have material
evidence that some sentence structures are norlasgel in modern writing
(such as the OVS word order), and therefore theybm eliminated from the

grammar.

7.3 Corpus Tools for Grammar Development and Testing

The corpus is collected from articles publishedtmAl-Jazeera websfén the
news domain between January 2003 and June 20bwlutles 17,958 articles,

containing 5,300,481 words, and 209,949 sentences.

The reason for choosing the corpus from Al-Jazeesasite is that Al-Jazeera
has become the most popular and most influentialianehannel in the Arab
world. Feuilherade (2004), the BBC reporter, stdked the Al-Jazeera station
“enjoys an audience of over 35 million viewers e tMiddle East and is

probably the only institution of its kind able teach so many Arab hearts and

® http://www.aljazeera.net
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minds.” Al-Jazeera employs presenters and repoftens across the spectrum

of the Arabic-speaking countries.

In order to collect data and process it, a numlieext processing tools were
developed. News articles were downloaded from théa&eera website. These
articles were in HTML format and included a lot taigs that related to the
presentation of the text but would not be relewanturther processing. On the
contrary these tags were misleading to statistiche number and frequency of
words. Therefore, a tool was developed in Visuadi®& remove HTML tags

from the files and to put all articles in a datahashere they could be sorted

according to subject or date.

Tools for segmenting running text into sentencesewaseveloped in Visual
Basic, as well. We relied on the period as a markdemarcating the sentence
boundary. However, the reliance on the period asematence delimiter is
contested because the use of punctuation marksrabi@ in general, is not
systematic. To move from one idea to the next aabAauthor might use a
period, a comma or even a conjunction. In our edgdncorpus of Al-Jazeera
articles of all subjects (news, arts, sports, inésvs, etc.) from 2001 until June
2004 we found 23,102 sentences out of 1,180,64@sees (26,640,519 words)
had 100 words or more, with the largest sentenaehieg 803 words. This
means that a whole article might be expressed i@ sentence, or more
accurately in sentences demarcated by means tttwerperiod. We found that
sentences below 50 words in length are more likelpe long sentences, and
sentences of 50 words or more are more likely tadvee or more sentences
joined together by a comma or a coordinating oumggive conjunction (a

feature in Arabic discourse which is not knownndd-European languages).

In the news domain things are not as difficult siramly 15 sentences in our
section of the news corpus (January 2003 until R0@!) reach or go beyond
the 100 words threshold. Maybe the influence ohdlaions from European
news agencies influenced a strong tendency towanth®re systematic use of

punctuation in Arabic. In our news domain it hasrbéound that the period can
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function satisfactorily as a marker of sentencenbanies. Table 16 shows the

statistics of the Al-Jazeera news corpus.

Number of articles 17,958
average number of words per article 295
Average number of sentences per | 11
article

Average number of words per sentence 25

The following statistics exclude tags, headings eaqutions

Total number of words 5,300,481
Total number of sentences 209,949
Sentences less than 10 words 6,352

Sentences between 10 and 15 words 26,098

Sentences between 16 and 20 words 38,419

Sentences between 21 and 25 words 44 587

Sentences between 26 and 30 words 38,206

Sentences between 31 and 35 words 26,902

Sentences between 36 and 40 words 15,167

Sentences between 41 and 50 words 11,042

Sentences with more that 51 words 3,176

Table 16. Corpus Statistics

However, the system cannot take the period bliredlya marker of sentence
boundary, as it needs to pay attention to some.fdiimbers use a period as a
decimal point, such as 1.5. A period is used innLatronyms quoted in Arabic
texts, such aB.B.C.A period is also used in file names and web ditdresses,
such asvww.aljazeera.netA period is used as well in abbreviations such as
‘Mr.’, .~ ‘Dr.’, etc. The rules we followed to make allowanfor these issues,
and to avoid the incorrect use of the period atesee delimiter, are:

- Preserve any dot between two digits. This solves dhcimal point
problem in examples such a%.

- Preserve any dot between two Latin characters. Jaliges the problem
of acronyms, such asB.B.C. and URL addresses, such as
www.aljazeera.net

- Preserve any dot that follows a single letter. Habres the problem of
abbreviations, such a@sMr.” and .= ‘Dr.’

- Preserve dots with a list of hard-coded abbrevistid'his list includes
the transliteration of Latin alphabet such. AsR.” and a single original

Arabic abbreviated word, that 8! ‘etc.’
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Using these criteria, a Visual Basic tool succdls@xtracts sentences and puts
them in a database. The sentence database struatuighown in Table 17,
provides information on word count as well as scibgnd date. This allows us

to easily obtain statistics on the corpus.

Field Name Data Type Field Type/Size
ID AutoNumber Long Integer
TopiclD Text 250
SentenceNo Number Integer
Sentence Memo

WordCount Number Integer
Date Yes/No

Heading Yes/No

LikelyCaption Yes/No

Subject Text 150

Year Number Integer
Month Number Byte

Day Number Byte

Table 17. Design of the Al-Jazeera Sentence Datakas

From this database we also define scopes for ¢testimd references for
development. From the field “WordCount” we can cé®csentences of any
length we like, from the field “Subject” we can linour scope to the “news”
section alone, and from the fields “Year”, “Montldnd “Day” we can extract
sentences in any date we want. The field “Dated &ring of text that comes at
the start of each article to give the date in Griegoand Hijri calendars,

“Heading” is the title of the article, and “Likelyption” is the caption that
comments on photos in the text. These three fiatdsgiven a binary Yes/No
data type. This allows us to include or excluderthieom our data and statistics
as they have their peculiar characteristics whiehsagnificantly different from

ordinary sentences.

A third tool was developed in Visual Basic to produstatistics on frequency
information of word forms. These word frequencytistees are mainly helpful in
lexicon building as words with the highest frequeacare given priority to be
included in the lexicon. For instance, it was fodhdt in news section in 2003
there were 95,182 unique words, with the longestdwoonsisting of 22

characters and the shortest words two charactéesgth.
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7.4 Evaluating the Grammar Coverage

The Arabic grammar parser at the current stage igeev33% coverage
(complete parses) for short sentences (10 to 18syavhen tested on an unseen
subset of data. The coverage is raised to 92% wkarg a set of robustness
techniques: non-deterministic tokenizer, morphalagiguesser and fragment
grammar. The grammar does not target long senteaicdss stage, but just to
have a rough idea about the grammar coverage iagalahger sentences, it
was found that the grammar provided 16% coverageniiete parses) for

sentences ranging between 16 and 25 words in length

We tried to ensure that the data used in evaluaidifferent from the data used
in development. The reference set used in developmas collected from the
first ten days in August 2003, while the evaluatdata was collected from the
first five days of January 2004. The gap betweenrétierence and test data is 5
months which we think is enough to ensure thatrtiol@s or sections of articles

are repeated in the two sets.

In our evaluation experiment we evaluate both cayerand accuracy. The
coverage evaluation shows 33% coverage (complesegafor short sentences
(10 to 15 words). The evaluation experiment wasdooted against 207 test
sentences. Of them, 69 sentences found a compdese,pand 138 sentences

could not be completely parsed using the gramnuareal

As for the accuracy evaluation, we found that a@cyrevaluation experiments
with the English grammar are usually conducted mataally against a gold
standard of the PARC 700 dependency bank (Kaplaml.et2004). This
automatic measurement was not possible in Aralsause such gold standards
are not available. Instead we conducted a manualuaon of the grammar
accuracy and reviewed all 69 sentences by hantidokcthe c-structure and f-
structure of the analyses and provide a score ditgpto the number and type of
errors found. In our experiment we classified exiato minor errors and serious

errors.
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Minor errors include one of the following instances

PP attachment

Active/passive variation

Pronominal reference

Scope of coordination

Best solution is not first solution, but among tinst 10

Wrong phrase structure in a small embedded clduse(P clause)

Whereas, a serious error includes one of the fatiguwnstances

Wrong phrase structure in the main clause. Thispbap when the
system builds the wrong tree because it assigns &6 Pr a
subcategorization frame that is wrong in the cantex

Three or more minor errors

We based our criteria for accuracy evaluation, showTlable 18, on assuming a

scoring scheme based on the error type and the etuohlerrors:

1 - No serious or minor errors
2 - One minor error
3 - Two minor errors

4 - One or more serious errors

Score

Total | % | Subtotall Error Type

20 29

33 49 Correct analysis is not first analysis
Error in embedded clause
Passive/active error

POS in embedded clause

PP attachment

Scope of coordination

Wrong phrase structure in embedded NF

Wrong subcategorization in embedded NP

J

BN | s 0= ]~

Best analysis is not number 1, POS error in
embedded NP

POS in embedded NP, PP attachment
Two PP attachments

[EEN

NN

Three errors: two PP attachments and one
POS in embedded clause
8 Wrong phrase structure

9 13

Table 18. Accuracy scores for sentences with compeparses
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We also assume that analyses scoring 1, 2, or aaeptably accurate while
analyses scoring 4 are not acceptable. The rektliecevaluation experiment is

shown in Table 18.

This evaluation experiment shows that 87% of thetesees that received a
complete parse passed the acceptable accuracyhdldesvhile 13% were
marked with serious faults that rendered the arsalysacceptable. This result is
somehow comparable to the 90% accuracy resultsrtegpdoy the English
grammar for parsing section 23 of the Wall Stremirdal text (Cahill et al.,
2007).

7.4.1 Robustness Techniques for Increased Coverage

In some applications it is desirable to have any eboutput, even with low
accuracy, for every input. This is why XLE has beprovided with a
“FRAGMENT” grammar, which is a partial parsing teaue. When a complete
parse is not found in the standard grammar, the GRENT grammar allows
the sentence to be analyzed as a sequence ofaommiedl chunks which have

both c-structures and f-structures correspondirtgegm (Riezler et al., 2002).

The FRAGMENT grammar is a robustness or fall-ba&dhhique that allows the
system to give a partial parse in case a full passwot be attained. Using this
robustness technique English is assumed to achi@®¥ grammar coverage on
unseen data (Riezler et al., 2002).

In our grammar we used a set of robustness techsidor increasing the
grammar coverage. First, using a non-deterministenizer (se€.2.2) and a

morphological guesser as a fail safe strategy ingsdhe coverage from 33% to
57%. This variance could be used as an indicatidrow much coverage could

be achieved by expanding the morphology.

Second, adding a fragment grammar on top of thehwogical guesser and the
non-deterministic tokenizer raised the coverag®2®. A fragment grammar
builds well-formed chunks from input sentenceswdrich no correct analysis

could be found. It also ensures that the least murobchunks is produced.
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We also found out that a fragment grammar is vesful as it conveys, in many
instances, most of the structure and meaning adndence. For example, the
sentence in (369) is parsed by the system andraskitpe fragment c-structure
representation in Figure 75. We find that the “8uik under “Fragment 0” in
Figure 75 carries most of the information. The ¢humeans ‘But he did not
mention any more information’ which is both meariingnd informative, and

no important content is wasted.

(369) <3 e cilabiay) 5l il slaall (ha 1 30 Sk ol ]

Iakinn-hu lam yadkur mazidan min al-ma‘limati aw
but-he not mention more of the-inforroatbr
al-'Tadahati ‘an  dalika

the-clarifications about that
‘But he did not mention any more information aardications on that.’

*TOP*,
FRAGMENTS,
s, FRAGMENTS,
S_Nonequational, TOKEN,, FRAGMENTS,,
sVO, 31 NP, FRAGMENTS,,
g, ) Q-r
PART,, NP, PART, V, NP, NP_DEF-INDEF TOKEN,,
oS) NP_PRON, »l SL NP_DEF-INDEF, D., N,, PP-NounAdjunct,,
but not mention -~
PRON, N, PP-NounAdjunct, Jl =lslal PP,
theclarifications
& l-':'}"‘ PP,, P.- NP,
he more )
Py NP, = NP_PRON.,
about
_==  NP_DEF-INDEF,, PRON,,
of '
D, N, 413
that
Al ;..Le.;la_».

the information

Figure 75. A fragment analysis of an Arabic senterec

Similarly, for the example in (370) the system proes the fragment c-structure

representation in Figure 76. However, the chunk® o sentences: the first is
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ill-formed while the second is a well-formed infaative piece of structure. The
second chunk sentence means ‘The head of the ramsber said that the office
will abide by the decision’ which still carries aegt deal of the information

contained in the sentence.

(370) VA a il Sl o) JB JLAYI A2 (a5 B 5e iy CiiSa jda jund 2ala
madid bidr mudiru  maktabi bagdada mu’aqqgtan wa- ra’isu gurfati
Maged Khidr manager office Baghdad interimand-head chamber
al-"abbari gala 'inna al-maktaba s-yaltazimu bi-l-qarari
the-news said that the-office will-abide the-decision
‘Maged Khidr, the interim manager of Baghdad offecel head of the
news chamber, said that the office will abide by dlecision.’

“TOP®,
FRAGMENTS,
NP, FRAGMENTS,
NP_PROPERNAME, NP, FRAGMENTS,
N, NP_AD], FRAGMENTS,, CON]_COORD,, FRAGMENTS,
1ala ADJ, S = Ses
Maged and
~== 5 Equational,, S_Noneguational,
Khide
NP, AP, SVO.,
NP_COMPOUND,, ADJ,. NP, V.. cP,,
N me,  LEs. Np_cOMPOUND,. |5 paART,, S_Noneguational,
interim - ~.  said
Ris NP_COMPOUND,, N, NP, Al sVO,,
manager : that =N =
N, NP,, _#s; NP_COMPOUND,, NP, PART.. V,, PP,
head T
s NP_DEF-INDEF,, N, NP,, NP_DEF-INDEF,, —= a3l p, NP,.
office will.  abide
N.. 4,4 NP_DEF-INDEF,, D,, N, ~  NP_DEF-INDEF,.
chamber N by
olais D, Ny J s Dy Mys
Baghdad the office
LA | B |
the  news the gecision

Figure 76. A fragment analysis of an Arabic senterec

In the conclusion of this chapter we would likeetmphasise that the quality of
the fragment grammar depends on the quality anérege of the core parser
and also on the quality of the morphological guesséhe more coverage the
core parser has, the less non-determinism thersystes to cope with in the

fragment stage.
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8 Towards Machine Translation

This chapter concludes the thesis by recapitulativey prospect of Machine
Translation (MT) within the ParGram project. Wesfidefine what is meant by,
and what could be expected from, MT. We give atsegplanation of the rule-
based transfer approach. We then demonstrate thecdfiiponent in the
ParGram project. We apply simple transfer rulesrénslate a small sentence
from Arabic into English, and point out what neddsbe done in order to
produce a fully-fledged MT system. We also show wassible extensions can

be implemented in the system, as a whole, in thedu

8.1 What Is MT?

MT is defined as “the automatic translation of texispeech from one language
to another” (Manning and Schuitze, 1999). It invelvaaking the computer

acquire and use the kind of knowledge that traosdaheed to perform their

work. However, the endeavour is not an easy onesubgessfully undertake a
translation task, human translators needs to have fypes of knowledge

(Eynde, 1993):

1) Knowledge of the source language (SL) (Ilexicmmrphology, syntax, and
semantics) in order to understand the meaningeo$dlurce text.

2) Knowledge of the target language (TL) (lexicomprphology, syntax, and
semantics) in order to produce a comprehensibtepaable, and well-formed

text.

3) Knowledge of the relation between SL and TL idev to be able to transfer
lexical items and syntactic structures of the Sltht® nearest matches in the
TL.

4) Knowledge of the subject matter. This enablesttanslator to understand the

specific and contextual usage of terminology.

Ultimately, the translation process is not consdesuccessful unless the output

text has the same meaning as the input text (Catft®65). Therefore, the
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transfer of lexical items and syntactic structui®shot considered successful

translation if the overall meaning is not conveyed.

In addition to the types of knowledge mentionedvahdranslators must have a
special skill in their craft. To a great extengnslation “is an intelligent activity,
requiring creative problem-solving in novel textuadocial and cultural
conditions” (Robinson, 1997). Not only does thensfation depend on
linguistics, but it also “draws on anthropology,y@sology, literary theory,
philosophy, cultural studies and various bodiekmafwledge, as well as on its

own techniques and methodologies” (Truijillo, 1999).

It is not so easy for the computer to translatecasonduct a mathematical
operation. In order for the computer to translatemust “to some degree
‘understand’ the input” (Willis, 1992). However ighunderstanding is not easily
available because there are many factors that ¢lmicheaning. The meaning of
a human utterance is “open to doubt, dependinguch ¢hings as knowledge,

context, association and background” (Boulton, 3960

After computer engineers and linguists met with ynmlures in the beginning
of MT application, they now understand the intricagf the task. Many
researchers today are directing their efforts towakMT fully aware of the
elusiveness of the colossal task. MT has becomtestirig ground for many
ideas in Computer Science, Atrtificial Intelligeraed linguistics” (Arnold et al.,
1994).

Once a far-away dream, MT today has become aye&lgainst all odds many
advances have been made, many successes have dieeve@ and many
translation applications have now hit the markeiwiver, this reality is not as
big as people initially hoped. Commenting on thpacity and prospect of MT,
Hutchins and Somers said that there are no MT ysstghich can produce a
perfect translation at the touch of a button, amat this is “an ideal for the
distant future, if it is even achievable in prirleip(Hutchins and Somers, 1992).
Though these words are said a decade and a halttegyoare still expressive of

the state of the art of MT today. The translatioocpss is so complicated for the

246



machine to handle. The machine cannot deal wittypéls of texts in all fields.
No MT manufacturer dare claim that their applicasiccan produce a hundred

per cent accurate and comprehensible output.

Despite the progressive reality of MT today, soraegbe still argue that studies
in MT are useless because the machine can nevesldata great literary works
like those of Shakespeare or Dickens. Howeverslasing literary works is not

within the scope of MT, because “translating litara requires special literary
skill” (Arnold et al., 1994) and creativity fromehranslator. It is usually a poet

or a man of letters (not an ordinary translatorpwaktempts this sort of texts.

The machine cannot and will not replace translagotgely, but it complements
them and helps them in a variety of ways. MT camdi&the huge routine tasks.
Technical manuals and periodicals, for example,aaperfect material for MT.
They use no figurative or flowery language. Theyehapecific subject fields
and restricted styles, terminology, structures, &ndabularies. MT can also
provide raw translation which can be revised orstpedited’ to give a high

quality translation in a shorter time.

Different strategies have been adopted by differesgarch groups at different
times. Strategy choice reflects both the depthngjuiistic manipulation and the
breadth of ambition. At the early stages of MT eesk and development, little
was understood about linguistic complexities. A @en methodology was
followed by replacing SL words with their equivaieim the TL with a few rules
for local reordering. As MT research grew, scidstioncentrated more on the
analysis of SL with higher levels of abstractndasthis section | will give a
brief account of the transfer strategy, as it ie 8trategy upon which the
translation component (XTE) in the ParGram projettased.

8.1.1 Transfer

The transfer method is a middle course betweerotiver approaches: direct and
interlingua MT strategies. The difference betwelea three strategies can be

captured in Figure 77 (from Vauquois, 1978).
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Source Languag Target Language

Figure 77. Difference between direct, transfer, anihterlingua MT methods

As can be seen in Figure 77, the direct methodchbasodules for SL analysis or
TL generation but applies a set of rules for diteahslation. In the interlingua
method the SL is fully analyzed into a languagespehdent representation from
which the TL is generated. The transfer method msiddle course between the
two approaches. Both the interlingua and the teansfethods utilize abstract
representations, but they place different demanulstr@se representations
(Bennett, 2003). The transfer strategy can be \ieage“a practical compromise
between the efficient use of resources of intedangystems, and the ease of
implementation of direct systems” (Trujillo, 1999)he SL is analyzed into a
language-dependent representation which carrigarésaof the SL. Then a set
of transfer rules are applied to transform thigespntation into a representation
that carries features of the TL. At the end theegation module is used to

produce the target output.

Compared to the interlingua method, there are tdwaatages of the transfer
method that make it appealing for many researchidrs.first advantage is the
applicability of the transfer system. While it i#fidult to reach the level of
abstractness required in interlingua systems, évellof analysis in transfer
models is attainable. The second advantage is #dse ef implementation.
Developing a transfer MT system requires less tame effort than interlingua.

This is why many operational transfer systems lzppeared in the market.

One clear disadvantage of the transfer methodaisittis costly when translation
between many languages is required. The transfénaneinvolves a (usually
substantial) bilingual component, i.e., a comporaired for a specific SL-TL
pair’ (Tucher, 1987). This entails significant etfeand time for each new
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language added to the system. Mathematically spgakie number of transfer
modules forn languages isrf X (n — 1)” in addition ton analysis andn

generation modules (Hutchins and Somers, 1992).

A range of Arabic-English MT products are produtsdATA Softwar€. The
company presumably uses the transfer method. S&kiftware has also

developed its Arabic English MT solutiwithin the transfer paradigm.

It must be noted, however, that with the advanaescomputer science,
Statistical Natural Language processing has taketre-stage in Computational
Linguistics research. Statistical-Based Machinensiation (SBMT) systems do
not use any hard-coded linguistic information. éast they rely on corpora to
conduct probability statistics based on the fregyenf occurrence. The best-
known Arabic-English MT system built in the SBMTrpdigm is the Google

free online text translatidn

Yet the recent few years have witnessed some rewfviamterest in rule-based
MT systems. Statistical methods are criticised tfair reliance on relatively
shallow input, and their value has been doubtethénlong run. It has been
maintained that a semantic analysis is necessgmeterve the semantic content
of the input and a rule-based generator is neenlsgdure the well-formedness
of the output (Flickinger et al., 2005).

8.2 Using XLE to Do MT

There is a growing interest in MT systems that supsome degree of
ambiguity preservation to alleviate the tediou& afsambiguity handling during
parsing and transfer (Dymetman and Tendeau, 200@)se systems rely on
packed structures which factorize ambiguities ircanpact representation.
Emele and Dorna (1998) cite the well-known PP httent ambiguities as a
good example of preservable syntactic ambiguifidsese ambiguities can be

transferred from the SL into the TL without regogicostly disambiguation, and

" http://www.atasoft.com
8 http://tarjim.sakhr.com
® http://translate.google.com/translate_t?langpajera
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they are even termed “free rides” (Hutchins and &3m1992). The transfer
module in XLE is an ambiguity preserving translatiool that circumvents the
need for disambiguation by generating a targetesest that has exactly the
same ambiguities as the source (Wedekind and KapB86). The translation
approach in XLE is based on the idea of transfgrambiguous LFG f-structure
representations based on packed f-structure repeggms (Emele and Dorna,
1998).

Machine Translation in XLE came as an offshoothef ParGram LFG grammar
development project. It uses the transfer strategytransfer rules need to be
written to transform f-structures from the souraeduage to the target language.
This translation strategy is frequently referredaChart Translation(Kay,
1999), because the idea is to translate f-structioagts from SL to TL. After the
application of the transfer rules to create newrtshia the TL, the parser in the
TL is then used for generation. Frank (1999) dméd the conventional
translation architectures, where ambiguity filtare applied early to reduce the
size of complexity, yet risking discarding correotutions too early on the basis
of poor evidence. She adhered to the idea thatqntigis should be propagated
forward within the translation chains, and that trenslation system must not
take decisions which it is not well prepared toetakherefore she advocated
preserving ambiguity, and proposed that the amtyigrould be solved later by
drawing clues from the translation output and tlgfolhuman interaction with
the system. The decisions taken by the human digaiaior can then be used in
memory-based learning techniques to propagateuheh decisions for similar

ambiguity problems.

Researchers in the XLE translation project (Frabhkale 2001, Kay, 1999,
Wedekind and Kaplan, 1996) emphasize that the fearnsystem does not
attempt to resolve ambiguities, but it transforie packed representation (or
packed ambiguities) from the SL to the TL. Theysidar this as an advantage
as it avoids taking decisions about ambiguity hizgdat the wrong time. They
believe that it is not the job of the transfer camgnt to handle ambiguities, but

the problem should be handled in the stages befoaéter transfer.
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MT in XLE is facilitated by the fact that the Padar project ensures that
isomorphism is maintained cross-linguistically. Te@me grammar model is
used for different languages, and common guidelares provided to sustain
consistency in feature notations and to keep thiergence to a minimum. The
aim of the ParGram project is to create grammadiffarent languages with the
fewest possible divergences. The grammar writerskiwg in the ParGram
project meet semi-annually to make sure that parsth is observed in naming
conventions, notations, formalisms, and what neatufes are to be added to or
removed from the common inventory. They also make shat divergence is
linguistically motivated and well-justified. Theparallel grammars are believed

to provide the cornerstone for an MT project (Fret99).

Moreover, the LFG formalism itself provides a favahle background for
translation (Butt et al., 1999a). LFG has two mlawvels of representation. The
first is the c-structure level which is a phraseudure tree that encodes
consistency (dominance) and surface order (precejleithe second is the f-
structure level which is more abstract and whicbvles information on
morphosyntactic features (such as number, gendkparson) and grammatical
functions (such as subject, object and oblique)e Theatest variability and
divergence among languages appear in the c-stejaidnile more convergence
and parallelism appear in the f-structure. Theeefestructures are better suited

as a base for MT.

Harold Somers maintained that using LFG for traimtacaptured the interest of
researchers inside and outside of the ParGram caomtyniihe main idea is that
f-structures are deep enough to transcend sum@rfisurface structure
differences between languages, but not so deep mwite the difficulties of a

true interlingua approach.

The idea of using LFG’s concept of structural cspandences for the purpose
of MT first appeared in Kaplan et al. (1989). Thaimconcept was to introduce

two levels of correspondence: one to map betweem-structures, and the other

to map between the semantic structures of the awguages. We can even trace
the attempt to use LFG in MT to an earlier datetcHins (1988) reported on an

English-Japanese experimental MT system (NTRANVBKST, Manchester,
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UK. It was an interactive system, written in Prqlegnich produced LFG-type f-
structures; from these were derived the s-structaoterface representations
which were then converted into equivalent Japairgegaces; these s-structures
were then used to generate the Japanese f-strsictadesurface strings.

Interestingly enough, LFG has been appealing everesearchers working on
Statistical NLP. Way (1999) proposed a hybrid fof lased on both LFG and
Data-Oriented Parsing (DOP) to improve upon Date@@ed Translation
(DOT). Owczarzak et al. (2007) proposed using diettires for MT evaluation.
The Dublin City University have been working on mraar induction based on
automatic f-structure annotation algorithm for #enn Treebanks (O'Donovan
et al., 2004).

It must be noted, however, that the work in thedfar component within the
ParGram project has not evolved into a full-fled@§&@ system. The translation
module has not been used in a large-scale implextient but it is considered
merely as a first step, experimental prototype r{fkral999). In Frank’s
experiment 99 sentences were translated from Franth English. No
operational system has yet been implemented tsl&@nbetween any language

pairs.

Apart from Kay (1999) and Frank (1999) there isatigkly little published on
the XTE. Yet the tool has been actively used asienewriting facility for text

summarization and sentence condensation (Croudd)2@s confirmed by
Tracy Holloway King (personal communication, emdill. March 2008). In
Powerset, a question-answering search engine, XTdso used to go from f-

structures to semantics.

In recent years, interest in rule-based MT systeaw a resurgence with the
LOGON system. It is an experimentation LFG-based $y3tem for translation

from Norwegian into English (Flickinger et al., Z)OIt is based on semantic
transfer using Minimal Recursion Semantics (MRB3tead of the traditional f-
structure transfer model. The Norwegian LOGON systeses the HPSG
transfer component instead of XTE. The basic condepwever, is still the

same. The system uses LFG grammar for parsing maliging MRSs, uses the
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HPSG transfer to transfer the structures into g depresentation of the target
language, then generation is made using the HPS@isBngrammar. This
information was also provided by Tracy Holloway Kin(personal
communication, email, 11 March 2008).

8.2.1 The Transfer Module

The transfer module in XLE is called XTE (the Xefbranslation Environment)
(Kay 1999). It is a re-write system that works estriuctures to convert them
from one notation describing one language to amotiwation describing

another language.

Here we will describe some basic rule writing toneert Arabic f-structures into
English f-structures from which the generator sessily produces the English
translation, as discussed below. We will show hbw tules are applied to
translate the Arabic sentence in (371) by convegrtime Arabic f-structure in

Figure 78 into the English f-structure in Figure 79

(371) ssall JST Al
al-waladu  ’akala al-muzata
the-boy.nom ate the-banana.acc
‘The boy ate the banana.’

ene | fschart

kill| most. prabablel Commands Views _Ja _Jc _gl
—_\— F-structure chart

"Rl alel Jet"
PRED ‘el [54:ay], [130:g]>"
EED ‘'ay'
E NSYHN commorn
SUBJ H ]

PEC []ET DET-TYPE def]]
S4|CcASE nom, DEF +, GEND masc, GLOSS boy, HUMAN +, NUM sg, PERS 3
RED ‘'ny'
E EI'SYN cmunnn]
PEC [ET DET-TYPE def]]
130|caSE acc, DEF +, GENWD fem, HUMAN -, NUM =g, PERS 3

THS-ASP MOOD indicative, TENSE past]
COMP-TYPE werbal, CLOSS eat, PASSIVE -, STMT-TYPE decl, VIVPE main

0B J

(3]

V= T
Figure 78. F-Structure in Arabic before transfer into English
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000 X fschart

kill | most probable | Commands Views ja _jc |

'\ F-structure chart

N “Translation of: U204021002041 02030204 U204020502105"

PRED 'eat.<[l5 h-:rg.r] [1 banana] >

M 3E:mnnm count]
YH CcomMmorn

14
(¥
4[“1 S ]]
1 31_:[ PERS 3
D
M Bi:mnnm count]
YH Common
SUB T

g 9[]'11'1 “TTPE dof ]]

6 sq, PERS 3
TNS-ASP 11M00D indicative, PERF -_, PROG -_, TENSE past]
CLAUSE-TYPE decl, PASSIVE -, VTYPE main

=

/N P

Figure 79. F-Structure in English after transfer from Arabic

First we need to state that the order in whichtthasfer rules are written is
important as each rule works on the output of tieipus one (Frank, 1999). To
translate the sentence we first translate the Amabuns into English through the

re-write rule$’ such as those in (372).

(372) PRED(%Xs), +NTYPE(%X, %%) ==> PRED(%X, boy).
PRED(%X,3.5¢), +NTYPE(%X, %%) ==> PRED(%X, banana).

Then we need to translate the verb along with thpli@t statement of

subcategorization frames from Arabic into its egiewt in English, as in (373).

(373) PRED(%Xl), SUBJ(%X, %Subj), , OBJ(%X, %0bj) ==> PRED(%X,
eat), SUBJ(%X, %Subj), , OBJ(%X, %Obj).

Within this formalism we can also add, delete oargfe features. The definite
article in Arabic which does not have a PRED featmust be realised &sein
English. This is achieved by the rule in (374).

(374) +DET-TYPE(%X, def) ==> PRED(%X, the).

19 See the transfer documentation on: http://www2.sam/isl/groups/nltt/xle/doc/transfer-
manual.html
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For English nouns the features of humanness, geddéniteness and case are
irrelevant and therefore they are discarded thrabgtdeletion rule in (375).
(375) HUMAN(%%, %%) ==> 0.

+NTYPE(%X, %%), GEND(%X, %%) ==> 0.

+NTYPE(%X, %%), CASE(%X, %%) ==> 0.

DEF(%%, %%) ==> 0.
Although the Arabic sentence follows the VSO womdles and the English
sentence needs to follow the SVO word order, taesfier component does not
need to include any statements about word orderarisfers only features and
grammatical functions. The best surface structuite he rendered by the TL

generator.

The XTE transfer component as mentioned above isdesigned to resolve
ambiguities. Yet we can use transfer rules to @mtenanplausible readings. If we
look at the sentence in (376), we see that therambiguity in the subject

position.

(376) il da Wi 5
gara’a ar-ragulu/ar-riglu al-kitaba
read the-man/the-foot the-book.
‘The man/foot read the book.’

The ambiguity in (376) stems from the fact thatcdiecs are omitted in modern
writing and this is whyds_!)! becomes ambiguous between two readings,
ragulu/ar-riglu ‘the-man/the-foot’. Yet in the example it is quidbvious that the
intended reading ithe manand notthe foof as the subject akad must be a
human entity. All nouns in our morphology are alhgassigned a feature of
thuman. Therefore, we can write a transfer ruledigallow all non-human

entities from becoming the subjectrefd as in (377).

(377) @verb_subj(%%.5, %Subj), HUMAN(%Subj, -) ==> stop.

In our future work with the transfer component wewd like to see how MWEs
are handled and how we can account for head-swgchas in (378), and
conflational divergence, as in (379)—(380), amotitepinstances of structural

divergence.
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(378) Aol A A<
kada al-waladu ’an yanama
was-nearly the-boy to sleep
‘The boy nearly slept

(379) Al el
‘intahara al-waladu
committed_suicide  the-boy
‘The boy committed suicide

(380) dala) 2 olll Le
abba’a al-labana fi zugadah.
stored the-milk in bottle
‘He bottled the milK

According to the XLE documentatidhthe generator in XLE is the inverse of a
parser. While a parser takes a string as inputpanduces f-structures as output,
a generator takes an f-structure as input and pesdall of the surface strings
that could have that f-structure as output. Theeggiion grammar can be made
slightly different from the parsing grammar by cheg the set of optimality
marks and by changing the set of transducers used.

The XTE provides a wide range of notations to egspm@hether a rule is optional
or obligatory and to state different conditionstba application of rules. It also
provides the facility of using templates and madwmspeed up the development

process and to state generalizations.

Of course the transfer grammar is not as simplaight be conceived from the
demo example. There are a great number of structlivargences between
Arabic and English that must be taken care of, saghhe functional control
relations, agreement conditions, divergent argumeituctures, copula
constructions, etc. Sadler and Thompson (1991) asip&d the structural non-
correspondence in translation. The volume of thekwequired in the transfer
phase cannot be possibly determined at this stage avork has been conducted
on real sentences on a large scale. Transfer Oy however, proves to be
considerably convenient as it relieves the gramwréer from worrying about

the word order and surface structure in the TLsTduinfirms the common belief

1 http://www2.parc.com/isl/groups/nltt/xle/doc/xlecthtml
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that structural parallelism achieved at the f-dtiee level facilitates the

translation process.

We believe, however, that the work done in thedf@ncomponent has not yet

matured enough to produce an MT system. The tramséelel in XTE in the

current stage is a direct mapper between the é&tstres of the SL and TL

languages, with no specification of the actual gtaimon work. The MT system

implemented in XLE is still within the confines ekperimentation. There are

certain areas that are still underspecified anddnesre research and

engineering to make it a fully-rounded applicatidimong the drawbacks we

notice in the system are:

1.

It is not clear how a bilingual lexicon fits in theystem. The bilingual
lexicon is expected to fit in the transfer compdne¥et our initial
conception was that it would fit in the LFG lexicadong with the
specification of subcategorization frames. The atdgorization frames in
many instances provide a viable context for spewfithe meaning. If the
bilingual lexicon is placed in the transfer compaesuch context
information will have to be re-stated, leading taplication of the lexicon,
thus complicating the work of a lexicographer. Whannew verb, for
instance, is added to the morphology, it needset@added to the grammar
lexicon to stipulate its subcategorization framed apecial constraints and
idiosyncrasies. Then again the verb will need toalided to the bilingual
lexicon in the transfer component to type in theaniegs in the other
language, taking into consideration the necessitystipulate again the
various subcategorization frames and idiosyncrasi@sh inevitably affect
the meaning. A good suggestion given by Mary Daplgm(personal
communication, 7 May 2008) is that it would be picat to have a single
arch-lexicon which could be automatically processéal produce
morphological, syntactic, and transfer lexicons.

Chart translation cannot alone produce an MT systemmore work needs to
be done in the semantic level regarding thematlesrand word-sense
disambiguation. Word sense depends on the contad, the transfer

component is not equipped to analyze the context.
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Although there are clear and viable justificaticios not attempting to
resolve ambiguities during transfer as this mayd léa pruning good
solutions too early, yet an MT system still neeg®titput one solution if it
wants to have any advantage to a user.

The system does not provide a user-friendly interfdor inputting a
sentence in the SL and viewing the translatiorha TL. It is still a system
for engineers and developers to test and experjmeoting the output by
hand from one phase and inputting it into the next.

The quality and coverage of the MT facility in tK&E system depends on
the quality and coverage of the parser. As moth@ParGram languages are
still struggling to achieve reasonable quality aaVverage, fewer efforts
have been put into the implementation of an MTeyst

The transfer grammar is not robust. It must be estiae and comprehensive
to make sure that the f-structures in the SL areveded to well-formed f-
structures in the TL. The new f-structures mudbfelthe rules of the TL to
the smallest details, as even a single additiopatufe could cause the
generator to fail.

It is not obvious whether the transfer componenteigersible or not. The
impression we get is that the transfer system is ragersible and that

transfer rules must be written for each translativaction.

8.2.2 Possible Extensions to the System

More work in the morphology is needed to incredse toverage. The
coverage of the parser is, to a great extent, ledea with the coverage of
the morphological analyser.

There are currently two main implementations of tbkenizer: one that
depends on the morphology and fails to handle wvknwords, and one that
handles any text but at the cost of a high levehah-determinism. The
tokenizer could be a lot more intelligent if it viusron a core list of words
and guesses only unknown words. We have alreadyriexgnted with some
ideas to achieve this goal. One of these ideasregllire the investigation of
how Arabic words are formed from letters and sydabto be able to
generate possible words.
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MWEs are highly valuable in the system as they eEs# non-determinism
and increase efficiency. We would like to explorays of the automatic
extraction of MWEs and named entities from annat@ateannotated texts.
LFG proves to be a strong and flexible theoreticainework. Therefore we
would like to dedicate more work to the Arabic Xlp&arser to increase the
coverage and explore how more underspecified Arapitactic structures
can best be described.

Treebanks are invaluable in Computational Lingosstesearch nowadays. It
could be very interesting to build a treebank usghegArabic parser and the
Norwegian XLE Web Interface and the Discriminasis.

We would like to acquire the LDC Arabic treebankse® how it can be used
for grammar extension and for stochastic disamhigaoa

Work with the transfer component is an interestivayy to see how much
divergence there is between Arabic and Englishievd this divergence can
be handled.

In the end | would like to conclude with the artatle words of Beesley and
Karttunen (2003, p. 259).

In practice, linguists are imperfect, and natuaglguages are somewhat fuzzy
and moving targets — we must content ourselves witiser and closer

approximation.
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Appendix: Demo of System Processing
In this demo we will show the processing sequencéwo examples that show

the basic sentence structure in Arabic. The purpbsias section is to put all the
pieces of processing steps together for convenjeasethese steps are only
discussed at length in separate chapters in tisesthi&e made a small version of
the phrase structure rules in our grammar so thay @are as simple and
understandable as possible. We removed all theceseary details from our
rules for the purpose of the demo. For exampleamsored the details related to
particles, coordination, subordinating conjunctioabliques, and parenthetical
clauses. Then we tested the small-version gramonaiake sure that all the rules

are working and contain no errors.

The first example shows the equational (copulaktantion. The sentence has
an overt copula, but we also show how the variaitlh won-overt copula is
handled using the same phrase structure rules.sébend example will show
the non-equational (verbal) construction that f@othe default word order in
Arabic, i.e. VSO, and we also show how the otheraw, SVO, is handled by
the phrase structure rules. While the first serdeaa straightforward example

with no ambiguity. The second will have a simpledckof ambiguity.

SENTENCE ONE:

43 pia Geedll CuilS

kanat as-Samsu musrigatun

was the-sun.sg.fem bright.sg.fem
‘The sun was bright.’

TOKENIZATION OUTPUT

| 8,@omi@l @@
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MORPHOLOGY OUTPUT

<uls +verb+past+activeulS+3pers+sg+fem
Al +defArtd)
wsed +nountnonhumanys-it+fem+sg

A ke +adjoswtfemtsg

LEXICAL ENTRIES

Lexical entries are responsible for assigning PREIes for lexical items as
well as subcategorization frames for verbs. Lexrcdés stating the functional
control equations for raising and equi verbs ase alritten here. They are also
used for assigning default values for the featofesumber and gender on nouns
and adjectives. Lexical entries are also used terpret the morphological
features that accompany words. These features dwmme the morphological
analyser and they are usually related to tenseppenumber and gender.

o V XLE (" GLOSS)=be
"It has two subcategorization frames: as a copula verb and as a raising verb"
{(* PRED)="%stem<(* SUBJ)(* PREDLINK)>'
(* VTYPE)=copular (* PREDLINK CASE)=acc
|(* PRED)="%stem<(* SUBJ)(* VCOMP)>' (* VCOMP SUBJ)=(" SUBJ) }.

owd  NXLE (" GLOSS)=sun (* PRED)="%stem' (* PERS)=3
{ (* NUM) (* NUM) ~=sg | (* NUM) = sg } "the default number is singular".

3%« ADJ XLE (* PRED)="%stem' (* GLOSS) = 'bright'
{ (* ATYPE)=c predicative | (* ATYPE)= attributive}.

+past  V_SFXXLE (" TNS-ASP TENSE) = past.
+active V_SFXXLE (" PASSIVE) = -,

+3pers  V_SFX XLE (* AGR PERS) = 3;
PRON_SFX_PERS XLE (* PERS) = 3.

+sg N_SFX_NUM XLE (* NUM) =sg;
V_SFX_NUM XLE (* AGR NUM) = sg;
ADJ_SFX_NUM XLE (" NUM) = sg;
PRON_SFX_NUM XLE (* NUM) = sg.

+fem  N_SFX_GEND XLE (* GEND) = fem;
V_SFX_GEND XLE (* AGR GEND) = fem.
ADJ_SFX_GEND XLE (* GEND) = fem;
PRON_SFX_GEND XLE (* GEND) = fem.

+defArt D_SFXXLE (* SPEC DET DET-TYPE) = def.

+nonhuman N_SFX XLE (* HUMAN) = -,
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PHRASE STRUCTURE RULES

To see the grammatical notations used in XLE, yam see the online
documentation on: http://www?2.parc.com/isl/groufisiide/doc/notations.html.
The explanation of some rules is enclosed in doghl@es which is the XLE

way of writing comments.

MT ARABIC RULES (1.0)

S -->"A sentence can either be equational or nonequational”
{ S_Equational "the class of copular sentences"
| S_Nonequational}. "sentences composed of main verbs"

S_Equational --> "In a copular construction, the copula verb can be overt or non-overt. Then comes
the subject NP and the predicate AP"
{V: (" VTYPE)=c copular @DefSTense (* COMP-TYPE)=verbal
(» AGR NUM)=sg "the verb is invariably singular if it comes before the subject"
(" AGR GEND)=(* SUBJ GEND) (* AGR PERS)=(* SUBJ PERS)
| e: (* PRED) = 'H-STR<(*SUBJ)(*PREDLINK)>'(* VTYPE)=copular
(» COMP-TYPE)=nominal
@DefSTense}
NP: (* SUBJ)=! (! DEF)=c +
{ (1 CASE) (! CASE) ~= nom | (! CASE) = nom } "the default case is nominal";
AP: 1§ (* PREDLINK)
{ (! CASE) (! CASE) ~= nom | (! CASE) = nom } "the default case is nominal"
(! ATYPE)=predicative
{~(* SUBJ HUMAN)
| {(* SUBJ HUMAN)=c + (* SUBJ NUM)=(* PREDLINK NUM)
| (* SUBJ HUMAN)=c -
{(* SUBJ NUM)=pl (* PREDLINK NUM)=sg
| (* SUBJ NUM)~=pl (* SUBJ NUM)=(" PREDLINK NUM)}}}
(! GEND) = (» SUBJ GEND).

NP > {
NP_DEMONSTRATIVE | NP_DEF-INDEF | NP_PARTITIVE | NP_COMPOUND
| NP_PROPERNAME | NP_PRON | NP_DEVERBAL | NP_RELATIVE
| NP_NUM | NP_SUPERLATIVE | NP_DATE

}

NP_DEF-INDEF --> "A common noun is composed of an optional determiner, a noun, and an optional
AP or PP"
(D: ( SPEC DET DET-TYPE)=c def (* DEF)=+)
N: @(DEFAULT (" DEF) -) (* NSEM PROPER PROPER-TYPE)~= name;
(AP-NounAdjunct)
[PP-NounAdjunct]*
(PP-NounObl).

MT ARABIC TEMPLATES (1.0)

DefSTense = "This template states the tense, aspect, mood and sentence type"
{(» STMT-TYPE) (* STMT-TYPE)~= decl | (* STMT-TYPE)=decl}
{(* TNS-ASP MOOD) (" TNS-ASP MOOD)~= indicative
| (* TNS-ASP MOOD)=indicative}.
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C-STRUCTURE & F-STRUCTURE

ROOT,
PRED lSe[1uet], [2]5
Sq THNS-ASP 4| TENSE past, MOOD |ncilcat|~.re|
S_Equational, AGR 3| PERS 3, NUM sg, GEND fem |
— B S PRED ot
Vo NP, AP
SPEC DET E_I DET-TYPE defl
* &
=i5lS NP_DEF-INDEF, ADJ, SUBJ
SN NTYPE sl MSYM Eummunl
D, N, 48 s PERS 3, NUM =g, HUMAN -, GLOSS =un,
1 | GEND fem, DEF +, CASE nom
B | I
PRED ‘"5
{ GLOSS ‘bright* }
el MUM sg, GEND fem, DEF -, CASE acc,
5 |ATYPE predicative
1| NUM sg
VTYPE copular, STMT-TYPE decl, PASSIVE -, GLOSS be,
o | COMP-TYPE verbal

We note that the phrase structure will allow usptose sentences where the

copula is non-overt, such as:

4 e eadl
as-Samsu musrigatun
the-sun.sg.fem bright.sg.fem

‘The sun is bright.’

C-STRUCTURE & F-STRUCTURE

ROOT,
PRED 'H-STR<[11-2], [2]>"
s, TNS-ASP 8 | MOOD Indicative |
PRED ey
5_Equational,
P SPEC DET ;l DET-TYPE def |
-~ . SUBJ g
NP, AP, NTYPE : | MNSYN commaon |
PERS 3, NUM sg, HUMAN -, GLOSS sun, GEND fem,
NP_DEF-INDEF, ADJ, 1| DEF +, CASE nom
//A\‘\.
D: ;:'1 Tt PRED  "ao
{ GLOSS  ‘bright’ }
R NUM sq, GEND fem, DEF -, CASE nom,
B . 4 |ATYPE predicative
2| NUM sg

o | VTYPE copular, STMT-TYPE decl, COMP-TYPE nominal
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SENTENCE TWO:

Croidasdall Al chae L

sa'adat al-hai’atu  al-filistiniyyin/ al-filistiniyyain
helped the-agency the-Palestinian.pl/ the-Palestidual
‘The agency helped the Palestinians/ the two Balass.’

TOKENIZATION OUTPUT

| i@ @i @) @oe @

MORPHOLOGY OUTPUT

Oaele +verb+pasttactiveaclutipers
+verb+past+activeaclut3pers+sg+fem
+verb+past+activeaclut2pers+sg+fem
+verb+past+activeaclut+2pers+sg+masc

+defArt)
+noun+nonhumaniia+fem+sg

J

R WEY.Y

oxihuld +adj Suhulitmasc+dual+accgen
+adjdandé+masc+pl+accgen
+noun+humani=li+masc+dual+accgen
+noun+humani=uli+tmasc+pl+accgen

LEXICAL ENTRIES

el V XLE (* GLOSS)=help "This verb has three different subcat frames"
{ (* PRED)="%stem<(" SUBJ)(* OBJ)(* COMP)>'
(* COMP COMP-FORM)=c ;| (* COMP COMP-TYPE)=c verbal
| (* PRED)="%stem<(" SUBJ)(* OBJ)(* OBL)>' (* OBL OBJ PCASE)=c =
| (* PRED)="%stem<(* SUBJ)(* OBJ)>".

RIS N XLE (* GLOSS)=agency (" PRED)='%stem' (* PERS)=3
{ (* NUM) (* NUM) ~= sg | (* NUM) = sg } "the default number is singular".

bt N XLE (* GLOSS)=Palestinian (* PRED)='%stem' (* PERS)=3
{ (* NUM) (* NUM) ~= sg | (* NUM) = sg } "the default number is singular";
ADJ XLE (" PRED)='%stem' (* GLOSS) = 'Palestinian'
{ (* ATYPE)=c predicative | (* ATYPE)= attributive}.
+1pers V_SFXXLE (* AGR PERS) = 1;
PRON_SFX_PERS XLE (* PERS) = 1.

+2pers  V_SFXXLE (* AGR PERS) = 2;
PRON_SFX_PERS XLE (* PERS) = 2.

+masc  N_SFX_GEND XLE (* GEND) = masc;
V_SFX_GEND XLE (* AGR GEND) = masc;
ADJ_SFX_GEND XLE (* GEND) = masc;
PRON_SFX_GEND XLE (* GEND) = masc.
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#pl N_SFX_NUMXLE (*NUM) = pl;
V_SFX_NUM XLE (* AGR NUM) = pl;
ADJ_SFX_NUM XLE (* NUM) = pl:
PRON_SFX_NUM XLE (* NUM) = pl.

+dual  N_SFX_NUM XLE (* NUM) = dual;
V_SFX_NUM XLE (* AGR NUM) = dual,
ADJ_SFX_NUM XLE (* NUM) = dual;
PRON_SFX_NUM XLE (* NUM) = dual.

+accgen N_SFX_CASE XLE (* CASE)~= nom
{ (* CASE) (" CASE) ~= acc | (* CASE) = acc } "defaults to acc";
ADJ_SFX_CASE XLE (* CASE)~= nom
{ (* CASE) (" CASE) ~= acc | (* CASE) = acc } "defaults to acc".

+human N_SFXXLE (* HUMAN) = +.

PHRASE STRUCTURE RULES

MT ARABIC RULES (1.0)

S_Nonequational --> "There are three word orders permitted in Arabic: VSO, SVO and VOS"
{VSO
| SVO
| VOS}.

VSO --> V: A=l @DefSTense (* VTYPE)~= copular (* COMP-TYPE)=verbal
{(* SUBJ PRED)=c 'pro' (* SUBJ NUM) = (* AGR NUM)
| (* SUBJ PRED)~= 'pro' (* AGR NUM)=sg)}
(" AGR GEND)=(* SUBJ GEND) (* AGR PERS)=(" SUBJ PERS);
{NP: ("SUBJ)=! (! FIRST-CONJ)=+
(! CASE)=nom (! PRON-TYPE) ~=pers
| e: (* SUBJ PRED)="pro' "ProDrop"
(" AGR PERS)= (! PERS) (* AGR NUM)= (! NUM) (* AGR GEND)= (! GEND) }
(NP: (*OBJ)=! (! CASE)=acc).

SVO --> NP: (* SUBJ)=!{ (! CASE) (! CASE) ~= nom | (! CASE) = nom } "the default case is nominal" ;
V: @DefSTense (* VTYPE)~= copular (* COMP-TYPE)=nominal
{(» SUBJ HUMAN)=c - {(* SUBJ NUM)=pl (* AGR NUM)=sg
| (* SUBJ NUM)~=pl (* AGR NUM)=(* SUBJ NUM)}
| (* SUBJ HUMAN)~=- (* AGR NUM)=(* SUBJ NUM)}
(» AGR GEND) = (* SUBJ GEND) (* AGR PERS) = (* SUBJ PERS);
(NP: ("OBJ)=! (! CASE)=acc).

VOS --> V: @DefSTense (* VTYPE)~= copular (* COMP-TYPE)=verbal
(» AGR NUM)=sg (* AGR GEND)=(* SUBJ GEND) (* AGR PERS)=(" SUBJ PERS);
NP: (* OBJ)=! (! PRON-TYPE)=c pers (! CASE)=acc;
NP: (* SUBJ)=! (! CASE)=nom.
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C-STRUCTURE & F-STRUCTURE WITH PACKED AMBIGUITY

ROOT, PRED Ll [130s], [2:ubki]>"
5 THNS-ASP 4 | TEMSE past, MOOD II'H:IIEatIUEl
1]
AGR 3| PERS 3, NUM =g, GEND fem |
S_Nonequational,
PRED ‘bl
VS0,
e SPEC DET ul DET-TYPE {IEfl
= TN il
Vy NP, NP,
| al dual
0BJ MNUM ( )
aelu NP_DEF-INDEF, NP_DEF-INDEF, . az pl

D, N, D, N, NTYPE E'l NSYMN EDmmDI‘il

PERS 3, HUMAN +,

VI e | el o e
PRED ‘i’
SPEC . DET _-,'l DET-TYPE EIEfl

SUBJ]

NTYPE o | NSYN commaon |

PERS 3, NUM sg, HUMARN -,
GLOSS agency, GEND fem,

; | FIRST-CONJ +, DEF +, CASE nom

STMT-TYPE decl, PASSIVE -, GLOSS help,
¢ | COMP-TYPE verbal

We note that the phrase structure will allow uspéwse sentences with SVO
word order, such as:

Suiaulall Caae L Al

al-hai'atu  s3'adat al-filistiniyyin/ al-filistiniyyain

the-agency helped the-Palestinian.pl/ the-Palastidual
‘The agency helped the Palestinians/ the two Ralass.’
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C-STRUCTURE & F-STRUCTURE WITH PACKED AMBIGUITY

ROOT,
Sq
5_Monequational,

sVo,

o —

NP, Yy NP,

NP_DEF-INDEF, <.cles NP_DEF-INDEF,

" -
.-/ \'\ - .
D, N D, N,
J @ B Gipaliul

PRED ol [1 o], [2: aladi]>"
TNS-ASP , | TENSE past, MOOD IrH:IIcatI'.rel

AGR 3| PERS 3, NUM sg, GEND fem |
PRED ' b’
SPEC DET “'l DET-TYPE -El-EfI
i
al dual
OBJ NUM

{az pl )

NTYPE gl NSYN common |

PERS 3, HUMAN +,
GLOSS Palestinian, GEND masc,
.| DEF +, CASE acc

PRED ‘i’

SPEC DET ?l DET-TYPE def |

E

SUBJ
NTYPE ¢ | MSYN commaon |

PERS 3, NUM sg, HUMAN -

1 | CASE nom

STMT-TYPE decl, PASSIVE -, GLOSS help,
COMP-TYPE nominal
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