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Transliteration of Arabic Sounds!

Letter (E) | Trandliteration | Letter (A) ‘ Phonetic Description®

hamzah ’ I'| voiceless glottal stop

ba’ b < | voiced bilabial stop

ta’ t < | voiceless apico-dental stop

ta’ t & | voiceless inter-dental fricative

gIm 9 z | voiced lamino-alveolar palatal affricate
ha’ h z | voiceless radico-pharyngeal fricative
ba’ b ¢ | voiceless dorso-uvular fricative

dal d 2 | voiced apico-dental stop

dal d 3 | voiced inter-dental fricative

ra’ r o | voiced apical trill roll

zay z | voiced apico-alveolar fricative

sin s . | voiceless apico-alveolar fricative

$in S s | voiced lamino-palatal fricative

sad S u= | voiceless apico-alveolar emphatic fricati
dad d w= | voiced apico-dental emphatic fricative
ta’ t L | voiceless apico-dental emphatic stop
za’ z L | voiced inter-dental emphatic fricative
‘ain ‘ ¢ | voiced radico-pharyngeal fricative
gain g ¢ | voiced dorso-uvular fricative

fa’ f s | voiceless labio-dental fricative

qaf q & | voiced dorso uvular stop

kaf k ¢l | voiceless velar stop

lam I d | voiced apico-alveolar lateral

min m » | voiced bilabial nasal

nan n 0 | voiced apico-alveolar nasal

ha’ h - | voiced laryngeal fricative

waw w s | voiced bilabial (rounded) velar glide
ya’ y « | voiced palatal (unrounded) glide
Short Vowels

fathah a Z

kasrah i -

dammah u 2

Long Vowels Compound Vowels

a aw

i ai

u

! We follow the DIN 31635 standard for the transkteon of the Arabic alphabet.
2Usama Mohamed Soltan, “A Contrastive and Compaaiyntactic Analysis of
Deletion Phenomena in English and Standard Arahigpublished dissertation, Ain
Shams University, 1996, p. vii.
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List of Abbreviationsand Acronyms

Abbreviation Full Form

A Arabic

ACC Accusative (case)

adj adjective

adv adverb

ALPAC Automatic Language Processing Advisory Conbeeit
AP Adjectival Phrase

ASCII American Standard Code for Information Interchang
aux auxiliary

C Complex (transitive verb)

cat (grammatical) category

compl complement

conj conjunction

D Ditransitive (verb)

DB Database

dec declarative

det determiner

dl dual

E English

EBMT Example-Based Machine Translation

f female (or feminine)

FAHQMT Fully Automated, High Quality Machine Translation
fn finite (sentence)

fun function

fut future (tense)

GEN Genitive (case)

gend gender

I Intransitive (verb)

IBM International Business Machines Corporation
inan inanimate

ind indicative

int interrogative

IP Inflectional Phrase

ISO International Organization for Standardization
KBMT Knowledge-Based Machine Translation

L Linking (verb)

lex lexical item

m male (or masculine)

md mood

MIT Massachusetts Institute of Technology

mod modifier

MT Machine Translation

n noun

viii
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NLP Natural Language Processing
NOM Nominative (case)
NP Noun Phrase

nt neuter

num number

obj object

(O)VAS) Object-Verb-Subject
pas past (tense)

PC Personal Computer
pers person

pl plural

POS Part of speech
pospron possessive pronoun
PP Prepositional Phrase
pred predicate

prep preposition

pres present (tense)

pron pronoun

gtf quantifier

SA Standard Arabic

sem semantic (feature)
sg singular

SL Source Language
Spec Specifier

subcat (grammatical) subcategory
subj subject

SVO Subject-Verb-Object
T Transitive (verb)

TL Target Language

tns tense

v verb

VOS Verb-Object-Subject
VP Verb Phrase

VSO Verb-Subject-Object




Introduction

In recent years, research as well as soft@ppications have been
concentrating on Machine Translation (MT). Thigliee to many factors,
the most important of which is the increasing néedcreate online
communication between different parts of the weantdl between people
speaking different languages. People felt the m@echachine translation
since the advent of computers, but the early attertipey made were
completely dissatisfactory. It was based on a piwiidea of processing
the source text through an electronic dictionaat thcluded words of the
source language and their equivalents in the tdegejuage, with no
further manipulation either of the input or the mutt The result they
received at that time was disappointing. This keskarch in this field to
be blocked for nearly a decade. However, with thedenn insights in
Linguistics and software engineering, natural lagg processing
systems have witnessed remarkable advances.

Translating a human language to another ommaigfh the computer is
never an easy task. A human language is a hightypticated system,
and so MT involves a big deal of complicated malafon and analysis.
Despite the great advances done in the field of [Eaational
Linguistics, MT is not accomplished and is stillr ffrom being
satisfactorily accomplished.

In the MT process, first, words of the inpakit are identified and
analyzed morphologically to know where each wordhgs. We need to
know thatmiceis the plural form omouseand thatwventis the past ofo.
Then, based on the morphological knowledge, parsihghe lexical
structures takes place. Now the Noun Phrase, Vérase, and other
phrases of the sentence are identified. Where tiasp ends and the
other begins is clearly defined. Grammatical furmtsi (who is doing
what to whom) are also determined. Then the sdmetentost suits the
word in this context is selected from among a largmety of choices. At
this stage, sense disambiguation and idiom andsphvarb detection are
all manipulated.

Once the source language is completely andlgpel understood, the
generation into the target language starts. Reptasens at the lexical,
syntactic, and semantic levels are transferred th&target language.
After meaning is transferred, a good deal of mdafpn in the target
language is required. Words are to be placed im twgrect order, the
order that most suits the target language. Afterde@re placed in order,



a very important feature comes into play to centbkatentire structure,
that isagreement.

The Role of Agreement in MT

Agreement features are very important and Ishioel carefully applied
to ensure the generation of sound sentences intatget language.
Because agreement applies to the target languagbpuld fulfill the
specific requirements of this language. MistakethenMT output can be
either the result of analysis problems at the solanguage level, or due
to generation problems at the target language.level

Although word order rules are crucial for theneration of sound
sentences in the target language, they are menlgs rfor the
rearrangement of sentence constituents. These rdiasv their
information from the syntactic knowledge. Agreemeués, on the other
hand, are more complicated. This complication bexmmore obvious
when making MT between languages that have greaphotogical
variations and big differences in agreement requir@s. The English
verb, for example, indicates in the present tenkether the subject is
singular or plural, but it does not give any infatron about gender. In
other tenses, the English verb is completely neulaglish adjectives
and determiners are also, to a great extent, netatraumber and/or
gender. This poses a problem when translating &mghto Arabic, a
language that is highly sensitive to agreementufeat Arabic verbs,
adjectives, and most determiners are highly reactov the noun they
modify, whether singular, dual, plural, feminineasouline, human or
non-human.

To make accurate agreement in the output, ¥Miems can draw the
information they need in some cases from the solacguage. In the
source language, lexical items, especially propems and titles, should
be defined whether they are feminine or mascusimmgyular or plural. We
need the source language to tell us thatkis masculine whilelill is
feminine. In other cases the information neededapeement is derived
from the target language. In the target languagacal items, especially
common nouns, should be defined, whether they arainine or
masculine, singular, dual or plural. The targeglsage will tell us that
kitab, which is the equivalent fdsook is masculine whilexurrasah, the
equivalent fornotebook is feminine. A more complicated case is when
the information needed for agreement cannot be rawher from the
source language or the target language. In thie tas context is the
determining factor. The MT system makes a sortamklracking (going



forth and backward) in search of the informatiorequires. For example,
in the sentenceThe student likes her teachemve cannot determine
whetherthe studenis feminine or masculine until we go forward and se
that it is referred to aker. The gender ofeacher however, cannot be
determined from the sentence. We have to look Hagscin previous or
subsequent sentences; otherwise it will take théutte value of
masculine.

Research Aim

The aim of this research is to explore thelicapions and effects of
the agreement features in the MT process. The ndsdarget is to
determine to what extent agreement, as a set tirsaand as a set of
rules, is responsible for generating coherent Aralriuctures in the MT
output. The research will also address the issueowf the information
needed for agreement can be reached when tragsfatim a language
with little morphological variations like Englismto a morphologically
rich language like Arabic. The research will alsattibute to the issue of
computer knowledge acquisition, as the MT systentisb& required to
acquire information from the texts they are dealinty.

The Scope of the Study

The scope of this study is English into Aralianslation. | will
discuss the analysis of English as a source lamguagblems related to
the transfer of English into Arabic, and the geheraof Arabic as a
target language. This means that | will not discassects related to the
analysis of Arabic as a source language.

In MT research, there are three basic operaltistrategies, direct,
transfer, and interlingua (not to mention knowletbgsed and example-
based as they are still, to a large extent, expariat). The scope of this
study is the analysis of MT based on the trandi@tegy. Other basic
strategies will be briefly explained and referreddaccasionally in the
study; yet the main focus will be on transfer. Myason for this choice is
that the direct strategy, as will be explainedrlate one extreme, is both
theoretically and practically incapable of meetitige needs of MT
development, as it has no plausible theoreticakdpacind. In the other
extreme, the interlingua approach is highly thaoattand is used in a
limited number of systems that are not available Wwidespread
commercial application. | believe that, in contrastthe other two, the
transfer approach has proved to be both theorigtiggdwerful and



practically available for MT application. Most Mysems available in
the market today are designed according to thesfeanstrategy.
“Transfer systems are generally regarded as a ipabhatompromise
between the efficient use of resources of intedangystems, and the ease
of implementation of direct systems.”

This study will also be limited to electronexts, i.e. texts written in
machine-readable format. | will not discuss howphaper documents can
be inputted to a computer. | will not discuss hdwve ttomputer can
analyze spoken languages either.

The Methodology of the Study

Throughout this research | will be working BT from English into
Arabic. To make the research stand on a practicalngl, | will refer to
the English into Arabic MT system Al-Mutarjim Al-Abey by ATA
Software. It should be noted, however, that theaash does not analyze
or evaluate any MT system. The MT system is usdgl as a testing
ground for the points introduced in this paper. Teesearch will be
supported with examples from the system to backighees discussed
and show how they were actually manipulated. In esmases the MT
system will be successful in making the correceagrent; in other cases
it will not. In the successful instances | will shthow the agreement was
tackled, and in the failing instances | will showat was lacking.

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 121.



Chapter One
Theoretical Background

In this chapter I will explain the meaningmo&chine translation (MT),
what it tries to achieve, what problems it faces wwhat prospects it has.
| will also give a brief history of MT as a field study, how it began,
how it developed, and what obstacles it met. Thell lexplain some of
the main strategies which researcher followed ie thesign and
implementation of MT applications.

1.1. What Is Machine Translation?

Machine translation (MT) means using a compute translate a
human language into another human language witfoouith minimal)
human intervention. It is the attempt to make tbenguter acquire the
kind of knowledge that translators need to perfdimair work. The
computer needs to be provided with the appropr@teedures and
routines to complete the translation process.

To successfully undertake a translation tasknan translators needs
to have four types of knowledge:

1) Knowledge of the source language (lexicon, molguy, syntax, and
semantics) in order to understand the meaningeo$dlurce text.

2) Knowledge of the target language (lexicon, mofpty, syntax, and
semantics) in order to produce a comprehensibtepable, and well-
formed text.

3) Knowledge of the relation between source angetdanguage in order
to be able to transfer lexical items and syntastticctures of the source
language to the nearest matches in the targetaaegu

4) Knowledge of “the subject mattér'This enables the translator to
understand the specific and contextual usage wiinetogy.

Ultimately, the translation process is notsidared successful unless
the output text has “the same meanfnas the input text. Therefore, the

! Frank Van Eynde, ed.inguistic Issues in Machine Translatidmondon: Pinter
Publishers, 1993, p. 1.

2J. C. CatfordA Linguistic Theory of TranslatigDxford: Oxford University Press,
1965, p. 35.



transfer of lexical items and syntactic structuiesnot considered
successful translation if the overall meaning isaomveyed.

In addition to the types of knowledge mentobradove, translators
must have a special skill in their craft. To a gedent, translation “is an
intelligent activity, requiring creative problembgimg in novel textual,
social and cultural conditions.Not only does the translation depend on
linguistics, but it also “draws on anthropology,ygsology, literary
theory, philosophy, cultural studies and varioudies of knowledge, as
well as on its own techniques and methodologdies.”

It is not so easy for the computer to tramslat to conduct a
mathematical operation. In order for the computetranslate, it must go
through three complicated barriers: the languageidra the cross-
linguistic barrier and the translation barrier. $&ebarriers have been
perplexing philosophers and linguists for ages. hder to act upon
human input the computer must be able to takeattagnd form a logical
representation of what it is fundamentally sayingmust to some degree
‘understand’ the input” However, this understanding is not easily
available because “human language is full of ambeg) words and
phrases that can mean several different thingstestex forms of words
and sentences, and other factors that can sersl®ud meaning:” The
meaning of a human utterance is “open to doubtewdpg on such
things as knowledge, context, association and badkgl.”® If sometimes
we need our addressor to explain or paraphraselvwehaieans, we cannot
expect the computer to outsmart us in our own mefde@mmunication.

MT can never be achieved by feeding the coepwtith a dictionary
of the source language words and their equivalertse target language.
Lexical equivalence is only a component among stveomponents
involved in MT today. After computer engineers dimgjuists were met
with many failures in the beginning of MT applicati they now
understand the intricacy of the task. Many linglistnd computer

'Douglas RobinsorBecoming a Translator: An Accelerated Coyrsendon:
Routledge, 1997, p. 51.

2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 3.

3Tim Willis, “Processing Natural Language”, in PeRwach, ed.Computing in
Linguistics and Phonetics: Introductory Readin§sn Diego: Academic Press, 1992,
p. 51.

* Ibid.

® Marjorie Boulton,The Anatomy of Language: Saying what we Mé&andon:
Routledge & Kegan Paul Limited, 1960, p. 47.



engineers today are directing their efforts towdwtds research. MT has
become a “testing ground for many ideas in Comp8teence, Artificial
Intelligence and linguistics®.

Once a far-away dream, MT today has becomeadty. Many
advances have been made, many successes havechesed and many
translation applications are now available in tharkat. However, this
reality is not as big as people hope. Commentirgquathe capacity and
prospect of MT, Hutchins said, “There are no ‘ttaisg machines’
which, at the touch of a few buttons, can take &y in any language
and produce a perfect translation in any otherdagg without human
intervention or assistance. That is an ideal fer distant future, if it is
even achievable in principlé"Though these words are said a decade ago,
they are still expressive of the state of the drtMiI today. The
translation process is so complicated for the nmechio handle. The
machine cannot deal with all types of texts in fdllds. No MT
manufacturer claims that his application can predacundred per cent
accurate and comprehensible output.

Some people argue that studies in MT are ssdlecause the machine
can never translate great literary works like tha$eShakespeare or
Dickens. However, translating literary works is mathin the scope of
MT, because “translating literature requires speliierary skill”® and
creativity from the translator. It is usually a poe a man of letters (not a
customary translator) who attempts to translaté sukind of material.

The machine cannot and will not replace taioss, but it helps them
in a variety of ways. MT can handle the huge rautiasks. Technical
manuals and periodicals, for example, are a penfieterial for MT. They
use no figurative or flowery language. They havecsfr subject fields
and restricted styles, terminology, structures, anchbularies. MT can
also provide raw translation which can be revisegost-edited’ to give
a high quality translation in a shorter time.

! Doug Arnold, et al.Machine Translation: An Introductory Guigklanchester:
Blackwell, 1994, p. 5.

2W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 1.

% Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 6.



1.2. History of Machine Translation

Historically, MT passed through different stag attitudes, and
perceptions. At first there was over-exaggeration hopes and
expectations. This was in fact due to underestonatf the immensity of
the task and the complexity of the problem, comjprtal-wise to some
extent, and linguistic-wise to a great extent. Tlomme a period of
criticism and disappointment at the failure of esbers to arrive at a
workable system that can deliver acceptable automianslation. MT
was distrusted as a legal field of scientific stwhd was considered as
unachievable both in practice and in principle. Taiture to arrive at a
workable system at this period was due in partaaWware limitations,
software limitations, and linguistic research laibns. Major
developments in these areas, which were effected leontributed to the
revival of MT study until it became an attractivield of study with
widespread applications. Here | will give a briedtarical account of MT
research.

1.2.1. First Idea

The first idea of using the computer to trateslamong human
languages automatically, without reliance on hurmanslators, emerged
during World War Il when computers were used toileer encryptions.
It is traced back to a memo by Warren Weaver inQ1@hich included
the following sentences:

| have a text in front of me which is weiitin Russian but | am
going to pretend that it is really written in Ergljliand that it has
been coded in some strange symbols. All | needts dtrip off the
code in order to retrieve the information contaiirethe text:

The Weaver's analogy of cryptography and fetim is not
acceptable to many linguists since coding is a -fame@ne substitution
process” using different symbols for words of th@&ms language,
whereas translation is “a far more complex and lsubiusiness”
involving two different structures, conceptions,dacultures. However
simplistic this memo might have been, it triggerstérest in MT and
initiated MT research projects in the United Stateasssia, and other
countries.

! bid., p. 13.
2 |bid.



1.2.2. Widespread Optimism

By the 1950s interest in MT research has grawensiderably and
many MT groups were formulated in many centershe USA and
Russia. In 1952 the first MT conference was heldMassachusetts
Institute of Technology (MIT) and organized by Yehaa Bar-Hillel. In
the opening session Bar-Hillel emphasized “the revedipossibilities for
MT, particularly to cover the immense and growirajuvne of scientific
research and popular periodical literatureleon Dostert, from
Georgetown University, suggested the creation jifcd project to prove
to the world the possibility and practicality of MT

The conference was successful and led to éxgectations. Dostert
set up an MT research team in Georgetown Univeesiy cooperated
with IBM to work towards the pilot project he prgma to show to the
world the practical feasibility of MT. In 1954 th&eorgetown-IBM
experiments resulted in the first public demongirabf MT applied to
Russian and English. The experiment went beyonddi@mrword
replacement but was limited in vocabulary (250 Rarsgvords) and rules
(6 grammar rules). However, the experiment was idensd successful
and “showed that MT was a feasible objective, anshdoubtedly helped
to stimulate the funding of MT research by US gavegntal agencies in
the following decade®According to Hutchin MT research received a
massive funding in the United States: $6,585,22ntgd by the National
Science Foundation, $1,314,869 by the Centralligégice Agency, and
$11,906,600 by the Department of Defense. It iarcteat most finance
came from military and intelligence sources, thettemathat indicates
political motives at the time, when rivalry betweiie USA and USSR
was getting high intensity.

Hutchin§ states that in 1963 there were ten research griougise
United States: Georgetown, MIT, Harvard, NBS, BekeOhio State,
Wayne State, Texas, Bunker-Ramo, and IBM. Thereewaso three
British groups: Cambridge, Birkbeck, and the NationPhysical
Laboratory. There were also other strong reseaestiecs in the then
USSR and Eastern Europe. All this indicated the erm gathered by
the new research area and the great expectatiogethaver it. MT now

1'W. J. HutchinsMachine Translation: Past, Present, Futui#est Sussex, England:
Ellis Horwood Limited, 1986, p. 35.

2 Ibid., p. 37.

3 Ibid., pp. 167-168.

* Ibid., p. 167.



became a legal field of study with doctoral dissgonhs, scholarly
journals, and books fully dedicated to it.

1.2.3. Skepticism and Setback

In the early 1960s some scientists and fundaggencies were
gradually starting to lose hope in MT due to thewslprogress and the
failure to implement an operational system. “Thavere not only
problems of technical facilities and hardware, &lab the complexities of
the linguistic problem. These were becoming moxkranre apparent.”

In 1959, Bar-Hillel, one of the scientists atwved in MT research
since its early beginnings, published Rieport on the state of machine
translation in the United States and Great Britaln this report Bar-
Hillel agued strongly against MT and criticized theethodology and
goals pursued by MT research groups at the timeadded that “fully
automatic, high quality, MT (FAHQMT) was impossiplaot just at
present, but inprinciple”? He suggested that MT should focus on
moderate translation that involved human interactio

Bar-Hillel's report cast a lot of uncertairgiaround MT not only in
the public perception but also within MT researshdvlany ordinary
people as well as scientists began to view MT adtaimable, impossible,
and unachievable. The report “was held as ‘probthe impossibility of
MT. To this day, Bar-Hillel's article is still cittas an indictment of MT
research... There can be few other areas of resaatiefty in which one
publication has had such an impatt.”

Two years later, and in 1961, Bar-Hillel's ogppwas supported by
another publication by Mortimer Taube entiti@dmputers and Common
Senseln this book Taube argued that any attempt tohaeize human
thinking processes, like translation, is doomedfddure. He “gave
expression to a prevalent anti-computer view oftitne.”

Upon request from the funding agencies, théoNal Academy of
Sciences formed the Automatic Language ProcessimdyisAry

! Ibid., p. 153.

2 Doug Arnold, et al.Machine Translation: An Introductory Guidslanchester:
Blackwell, 1994, p. 13.

3 W. J. HutchinsMachine Translation: Past, Present, Futpi#est Sussex, England:
Ellis Horwood Limited, 1986, p. 157.

* Ibid., p. 162.
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Committee (ALPAC) in 1964 to report on the currestatus of MT
research and advise on its feasibility.

The committee studied the existing demandplsupnd costs of
translation, the availability of translators, ahe cost and output quality
of MT. In 1966 the committee issued its report, \knoas the ALPAC
report, which concluded that “MT was slow, lessuaate and twice as
expensive as human translationThe committee saw no immediate
prospect for MT and so there was no need for furtiesearch and
investment in this field. Instead, researchers khoancentrate on “the
development of machine aids for translators, sush aaitomatic
dictionaries, and continued support of basic reteam computational
linguistics.”

The APLAC report was viewed by many scholasrarrow, biased
and shortsighted®” Researchers protested that improvements to MT
systems were possible and that the ALPAC concluakmut MT failure
was premature. No matter what arguments MT defenpgmposed, the
ALPAC report caused a sever damage to MT study.yMasearchers
lost morale and the financial support of MT progestas discontinued in
the United States and elsewhere for the followiegadle. The ALPAC
report destroyed “the credibility of MT researchftek ALPAC few
American researchers were willing to be associaigdMT.”*

1.2.4. Revival

The revival of interest in MT started outsithee United State -- in
Canada and Western Europe. This is understandablight of these
countries’ basic needs for translation. The “Caaadbdicultural policy
created a demand for English-French [translationpnd the European
Economic Community (as it was then known) was detman
translations ... from and into all the community laages.® A research
group in Montreal, Canada, succeeded in 1976 iatiog an English-
French system (Meteo) for translating weather rspofrhe system,

L' W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
Iz_ondon: Academic Press, 1992, p. 7.

Ibid.
3 W. J. HutchinsMachine Translation: Past, Present, Futpi#est Sussex, England:
Ellis Horwood Limited, 1986, p. 167.
* Ibid., p. 169.
®W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 7.
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though limited in its scope, was successful andtmaly useful. In the
same year the Commission of the European CommsanitieEC)
purchased the English-French version of the Sysyastem, developed
by the Georgetown team. Systran was originally assiRun-English
system used by both the United State Air Force MAGA. The CEC
also requested the development of English-ltalmglish-German and
other language pairs in the system. In the lat€®049Fe CEC started to
fund work on the Eurotra system. This was an ammstiproject which
aimed at the development of a multilingual integlit system for all the
community languages.

The projects which started in the 1970s an803%9proved to be
practically and commercially successful. This iadexl that MT was
“firmly established, both as an area of legitimegsearch, and a useful
application of technology?”

1.2.5. Large-Scale Application

In the late 1990s and the start of the newemmlium we saw useful
and powerful MT systems on personal computers andhe Internet.
Major enhancements to the MT systems have beeremgited both in
speed and performance. Up to this day the fullpmatic high quality
machine translation (FAHQMT) dream has not beetizexh but MT
output is useful in giving the reader a gist of #éntcle he is interested in,
or as a translation draft that requires post-eglitio get a reliable
translation.

! An approach to MT, explained in the next chapter.
2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 16.
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1.3. Basic Machine Translation Strategies

Different strategies were adopted by differeasearch groups at
different times. Strategy choice reflects both thepth of linguistic
manipulation and the breadth of ambition. At thelyeatages of MT
research and development, little was understoodutabimguistic
complexities. A simple methodology was followed t@placing source
language (SL) words with their equivalents in tadgaguage (TL) with
few rules for local reordering. As MT research grescientists
concentrated more on the analysis of SL with higherels of
abstractness. When the aim was to translate amtargeacombination of
language pairs, the level of abstractness of lagw@enalysis went even
higher. In this section | will explain these stgés in detail.

1.3.1. Direct

The direct strategy stands for the approachravtithe processing of
source language input text leads ‘directly’'the desired target language
output text® without any intermediate analysis. This strateggsw
characteristic of almost all systems developedhm 1950s and 1960s,
which were known as the ‘first generation’ of MTstms. “A direct
translation system is designed, from its outsetafepecific source and
target language pair. No general linguistic themrparsing principles are
necessarily present.”

Processing in MT systems that follow the dirgitategy consists of
three stages:

1. Morphological analysis of the source languagmitriext. In this stage
the system identifies word ending and reducesatétk forms to their
uninflected base forms.

2. Bilingual dictionary lookup. Depending on a hugkngual dictionary
the system decides the correct replacement forceowords with
equivalent words in the target language.

3. Local reordering of the target language. Aftex teplacement is done
the system makes adjustment to the output textpipyymg rules for

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 72.

2 Allen B. Tucher, “Current strategies in machirenslation research and
development”, in Sergei Nirenburg, elllachine Translation: Theoretical and
methodological issue€ambridge: Cambridge University Press, 1987 2@p23.
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putting words in their right order. The followinggfire summarizes
this process.

Source - Bilingual Target
language + Morphological dictionary Local language
input analysis look-up reordering output

Fig. 1. Direct MT strategy”

As can be seen from fig. 1 above, no analysis ofagfic structures or
semantic relationships is applied.

Computational and linguistic simplism of tkisategy is obvious. MT
systems were developed by primitive computers wels speed,
performance, and processing capability than themdst PCs of today.
Programming was done in assembly code, not in tlgh-level
programming languages used today. The output wég ‘@vord-for-
word” translation; the kind of translation that cha expected from a
person with simple knowledge of the target languatfempting to
translate a text using only a bilingual dictionary.

Despite the clear disadvantages of the dimexthod, it is still applied
to some extent in unidirectional bilingual systembese systems “take
advantage of similarities of structure and vocatyukeetween source and
target languages in order to translate as muclosslge according to the
direct approact’

1.3.2. Interlingua

The failure of the direct MT systems, or whaitcalled ‘the first
generation’, led the scientific research into tleyedlopment of indirect
MT systems, or what is called ‘the second genarnatidowever, there
are two variants of the indirect method dependimgtioe degree of
analysis of the source and target languages andetb@ for comparative
grammar and transfer rules.

Historically speaking, the first indirect methis the interlingua where
the source language is analyzed in an intermetateantico-syntactic”

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 72.

2 Ibid., p. 73.

3 W. J. HutchinsMachine Translation: Past, Present, Futu#est Sussex, England:
Ellis Horwood Limited, 1986, p. 54.
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representation from which the target language isegded. This
intermediate representation is neutral in the séngeit does not carry
features either from the source or target languafasthe past, the
intention or hope was to develop an interlingualresentation which was
truly ‘universal’ and could thus be intermediaryteeen any natural
languages. At present, interlingual systems asedawitious.”

The basic idea behind the interlingua metlodhat the deeper the
linguistic analysis goes the less becomes the rfeedcomparative
grammar and transfer rules. In interlingual systérasslation is carried
out in two stages. In the first stage the souroguage is analyzed into
interlingual representation and in the second stagdarget language is
generated from this representation. The interlihgtepresentation
“would have to be entirely language independem”the sense that it
does not carry any specific features of the solmoguage and is not
designed with any specific target language in mhholvever, researchers
do not agree on the nature of this intermediarlingual representation:
“a ‘logical’ artificial language, or a ‘natural’ atiary language such as
Espranto; a set of semantic primitives common tolasguages, or a
‘universal’ vocabulary, etc?”

There is a clear advantage of the interlingoethod. It is easier to add
new language pairs to the system than in the ®anskthod, as “the
addition of a new language to the system entadsctieation of just two
new modules: an analysis grammar and a generatiamngar.” For
example, in a system that has four languages (Endhrench, German,
and Spanish) there are 12 language pairs:

L W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 73.

2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 80.

3 W. J. HutchinsMachine Translation: Past, Present, Futu#est Sussex, England:
Ellis Horwood Limited, 1986, p. 55.
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1)
2)
3)
4)
5)
6)
7)
8)
9)
10)
11)
12)

This can be achieved only by the creationightemodules: four for
each language analysis and four for each languegeragtion, as can be
seen in the following figure:

English
Analysis

French
Analysis

German
Analysis

Spanish
Analysis

It can be noted that in the interlingua matéd possible to translate
from and into the same language. This can be aetliby translating
from English, for example, into the interlingua ahdn back into English
again. The output will not be the same as the itquita paraphrase or
summary of it. “This seemingly ‘back translatio@pability could in fact
be extremely valuable during system developmentder to test analysis
and generation module8.”

A major disadvantage of the interlingua meth®dhe difficulty to
design an interlingua even for closely related legge. “A truly

English
English
English
French
French
French
German
German
German
Spanish
Spanish
Spanish

=>
=>
=>
=>
=>
=>
=>
=>
=>
=>
=>
=>

French
German
Spanish
English
German
Spanish
English
French
Spanish
English
French
German

Fig. 2. Interlingua MT with 12 language pairs*

English
Generation

French
Generation

German
Generation

Spanish
Generation

! Adapted from W. J. Hutchins and Harold L. Somérsntroduction to Machine
Translation London: Academic Press, 1992, p. 74.

2 |bid.

16




‘universal’ and language-independent interlingua efied the best
efforts of linguists and philosophers from the sd#genth century
onwards.* This makes it extremely difficult to produce anecational
system based on a genuine interlingua.

1.3.3. Transfer

The transfer method is a middle course betvag@tt and interlingua
MT strategies. The difference between the threategres can be
captured in the following figure:

Interlingua

Sour ce Language

Target Language

Fig. 3. Difference between direct, transfer, and interlingua M T methods?

As can be seen from the above figure, thectdirethod has no
modules for source language analysis or targetulzgeg generation but
applies a set of rules for direct translation. mterlingua method the
source language is fully analyzed into a languagependent
representation from which the target language reegeed. The transfer
method cuts the road in the middle. The transi@tegy can be viewed
as “a practical compromise between the efficierd of resources of
interlingua systems, and the ease of implementatfadirect systems?”
The source language is analyzed into a languagendent
representation which carries features of the sdaraguage. Then a set of
transfer rules are applied to transform this regmegion into a
representation that carries features of the tdegegfuage. At the end the
generation module is used to produce the targeubut

There are two advantages of the transfer rdetti@at make it
appealing for many researchers:

1 .
Ibid., p. 75.
2 Adapted from Arturo TrujilloTranslation Engines: Techniques for Machine
Translation London: Springer, 1999, p. 6.
% Ibid, p. 121.
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1. Applicability. While it is difficult to reach # level of abstractness
required in interlingua systems, the level of as@lyn transfer models
Is attainable.

2. Ease of implementation. Developing a transfersyi3tem requires less
time and effort than interlingua. This is why maoperational transfer
systems have appeared in the market.

One clear disadvantage of the transfer methdioht it is costly when
translation between many languages is required. tfdmesfer method
“involves a (usually substantial) bilingual compahe.e., a component
tailored for a specific SL-TL pair:"This entails significant effort and
time for each new language added to the systeyoufdevelop a system
that translates among four languages, you will nEzdransfer modules
in addition to four analysis and four generationdoles. This makes a
total of 20 modules. Mathematically speaking, thember of transfer
modules fom languages is “r (n — 1) in addition ton analysis and
generation modules. The following figure shows toenplexity of the
task when designing a multilingual transfer system.

! Allen B. Tucher, “Current strategies in machirenslation research and
development”, in Sergei Nirenburg, elllachine Translation: Theoretical and
methodological issue€ambridge: Cambridge University Press, 1987 23p24.
2W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 76.
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English-French
Transfer

English-German
Transfer

English

English-Spanish
Transfer

Analysis

French-English
Transfer

French

French-German
Transfer

Analysis

French-Spanish
Transfer

German
Analysis

German-English
Transfer

German-French
Transfer

Spanish |
Analysis

German-Spanish
Transfer

Spanish-English
Transfer

Spanish-French
Transfer

AN

Spanish-German
Transfer

English
Generation

French
Generation

German
Generation

Spanish
Generation

Fig. 4. Modulesin atransfer MT system with 12 language pairs

By comparing the above figure with figure 2 wan clearly see the
advantage of interlingua design over transfer wdnenmber of languages
are included in the system. The interlingua mettsothore economical
because it dispenses with transfer modules by aingl\ysource languages
into language-independent interlingual represesmnaffom which target
texts are directly generated.

However, the picture is not as gloomy as ipegss. It is not
impossible to develop a multilingual system usihg transfer method.
“If the design is optimal, the work of transfer nubes can be greatly
simplified and the creation of new ones can be dessous than might be

! Ibid. (adapted).
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imagined.® There are a number of techniques that can be eapjpi
improve the cost-effectiveness of the transfer oetim a multilingual
environment:

1. Making deeper analysis of the source languageit Aas been noted,
the deeper the analysis goes the less work isregtjim the transfer
component.

2. Making use of reversibility. If a transfer moduirom English into
French for example can be reversed this will redbheework required
by half. However, it should be noted that not adinsfer rules in a
component could be reversed. “The transfer rulesddoe reversiblen
principle, and though this is natural, and attractive ..is ot obvious
that reversible transfer rules are always possibliesirable

3. Sharing some transfer rules with closely relddeguages. “Portions of
transfer modules can be shared when closely relateguages are
involved. For example, an English-Portuguese modubkey share
several transformations with an English-Spanishutetf In this way
some transfer rules are reusable and can be shamitferent transfer
components.

1.3.4. Knowledge-Based MT

Knowledge-Based MT (KBMT) systems are basedthan fact that
“high quality translation requires in-depth understing of the texf’
Translation requires reference to the real worldvdedge in addition to
knowledge of the “differences in cultural backgrdarand differences in
conceptual divisions” among different languages. The word “rice” in
English, for example, has six different translasiom Malay depending on
whether it is harvested or not, cooked or not. Thian instance of the
difference in cultural backgrounds. The word “wegr'English has eight
different meanings in Japanese depending on trexioty be worn. This
Is an instance of conceptual divisions.

L W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 76.

2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, pp. 78-79.

3 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 122.

“* Doug Arnold, et al.Machine Translation: An Introductory Guidslanchester:
Blackwell, 1994, p. 190.

>W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 124.
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In KBMT systems, translation is based on nogtlistic, interlingual
conceptual representation of “meanings derived ftbm processes of
under standing of texts.” These interlingual representations can serve as
intermediate representations, and with appropkiataviedge-bases, texts
can be analyzed and generated from these repraseataKBMT
systems rely on information that cannot be deriveth linguistic inputs
alone, but include real world knowledge. As a resl{BMT systems
rely on an augmento?” The augmentor helps the knowledge bases by
adding more information to them. Augmentation candone by the
machine through inferences about the input teXxtyonumans interacting
with the machine and providing needed informatidrmodel of KBMT
system can be pictured in the following figure.

Augmentor
Knowledge
Language A . Language B
Language A¢———> anpalysis and Representatic Analysis and [~ Language B
Generation Generation

Fig. 5. KBMT architecture®

Knowledge bases try to simulate the knowledgeanslator would
have. They are difficult to build and maintain, aits is why KBMT
systems are highly restricted to specific domaims sublanguages “with
relatively narrow contexts and applicatiohdike technical reports and
manuals.

1.3.5. Example-Based MT

All of the previous methods (direct, interluay transfer, and
knowledge-based) are classified under rule-bas@doaph. They state
explicit rules for manipulating the translation pess. Another approach
Is corpus-based which tries to manipulate the Ia#ine process by

! Ibid., p. 125.

2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 182.

3 Ibid., p. 183.

*W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 125.
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referring to a corpus of previous translations. lI8ac instance of this
approach is the Example-Based MT (EBMT) system® itlea behind
this system “is to collect a bilingual corpus drtslation pairs and then
use a best match algorithm to find the closest @kano the source
phrase in question. This gives a translation tetaplhich can then be
filled in by word-for-word translation®It is based on the idea that new
translations are often modifications of previous®rand that a good
translator always refers to previous translatiansadve time and ensure
consistency in terminology and style.

If the input sentence has an identical matcthe corpus, the system
retrieves the translation with no further manipolas. But this is not
always the case as identical matches are very(dae to the nature of
human languages). If the sentence has no identieath the system
analyzes it into parts and match these parts agaads in corpus
sentences. The matched parts are then combinemtrtotfansiation for
the new sentence. However this process is notysaeal straightforward
as it appears. It is difficult for the system temdfy the translation for a
specific part within a sentence. “Algorithm for woalignment may be
used to address this problem, but error rates tlle significant.”
Furthermore, translation is not one-for-one matdh;may involve
additions, deletions, or inversion of structuresisTis due to the
divergences and mismatches among languages.

Due to the complexities involved in EBMT, st mot recommended to
be used as a stand-alone translation solutiona®wat supplementary aid
for rule-based systems. It is “evident that exanfj@sed approach can be
integrated in any of the basic models: direct,4fan and interlingua™”

! Doug Arnold, et al.Machine Translation: An Introductory Guigklanchester:
Blackwell, 1994, p. 198.

2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 204.

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 127.
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Chapter Two
Machine Translation Processes

This chapter focuses on the procedures indolwed requirements
needed in the MT process. It will explain how tin@ut source text is
analyzed and processed until at the end the outputce text is
generated. The process of source text analysistgomsgh many steps. It
starts with the minimal level of representatiorsirggle alphabet letter or
character. The second level is the word at the huggical level. Then
comes the dictionary, or bilingual lexicon. Nextthis is the analysis at
the sentential level, which is dealt with in terofssyntax and phrase-
structure trees. Each of these levels has its @nabland ambiguities on
which linguists and MT specialists have concentratesir attention in
order to provide appropriate solutions.

2.1. Analysis of the Source Language

The first problem faced by MT developers is #malysis of the source
language text. Analysis “concerns the applicatibmonolingual rules to
the source language inpltin order to recognize the structure of the
sentence. Analysis does not occur at a single ,|ldwai at different
hierarchical levels. The MT system has first toogruze the electronic
format or characters of the input text, then itgap to the word level, or
morphology; the meaning level, or semantics; thengentence level, or
syntax. Breaking down the analysis into severaklevhas a great
advantage: “Not only does this break down the m@wmblinto more
manageable components, but it allows each levaleteelop its own
methodology.? Linguists and programmers do not have to deal thi¢h
analysis as one big problem, but they deal withthitough small
manageable modules. Any problem that later emerge$e solved only
within the related component. Each level can alsvetbp its own
methodology independently.

It must be noted, however, that the levelsadlysis are not agreed
upon by all researchers, as there is no “standatrdfdevels used by all

! Frank Van Eynde, “Machine Translation and Linguistotivation”, in Frank Van
Eynde, ed.Linguistic Issues in Machine Translatidoondon: Pinter Publishers,
1993, p. 73.

2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 10.
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linguists.™ What | will present here is a global frameworkiteé analysis
problem that must be tackled by any MT system.

Another issue of major importance here is tb&tion between
computational linguistic methodologies and thecosdtilinguistics in
general. Although computational linguists take ntheasic ideas from
theoretical linguists, there are some points thagtrbe made clear:

1. MT does not follow any theory strictly. No thgom theoretical
linguistics reached the level of descriptive adeguzeeded in MT. So,
even if some MT developers claim to follow a certéueory, they later
find themselves obliged to break with the theonpewhere.

2. MT does not depend on a single linguistic thedlthough some
theories (like Transformational Grammar, Generdliz€hrase-
Structure Grammar, and Dependency Theory) haveegrigdluence in
MT, “the great majority of MT systems are amalgaaisdifferent
approaches and models, or even occasionally ... mothidiscernible
theoretical basis at alf MT researchers borrow from different theories
what they find adequate for meeting their immedregeds.

3. MT takes a more pragmatic approach to lingwsstit is a kind of
“engineering® which looks more at problem-solving methods. The
primary interest in theoretical linguistics is Istd answer the abstract
guestions of language faculty, use, and acquisifidnis can provide
little help to MT whose primary interest is to giveal answers and
practical solutions.

4. Most researchers in theoretical linguistics emiate on English. They
do not try to capture differences between languadésy rarely
address languages contrastively or describe hovgubges use
different means to express the same concepts. “§uektions are of
course at the heart of MT.In order for MT systems to work, two
languages at least (source and target languagest)omdully analyzed.
Moreover, similarities and dissimilarities betwebpse two languages
must be explored in detail. This kind of study, leeer, is not
adequately covered by theoretical linguistics.

! Ibid.

2\W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 81.

3 Ibid., p. 82.

* Ibid.
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2.1.1. Encoding and Character Sets

The first problem an MT system faces is howedad the characters
representing the input language. English characeesdifferent from
Arabic, German, Chinese and even French charadihes system must
be able to recognize the input language and protesscharacters
correctly.

Due to the fact that “computer technology hasn mostly developed
in the USA, one of the most thoroughly monolingsatieties in the
world,”* the introduction and processing of writing systestiser than
English posed a considerable problem. This probhas especially felt
in the field of translation where more than onegglaage was involved. In
1997 when | was working in the Translation Departtmén Harf
Information Technology, we faced a big problem rdgay Arabic
character sets. We were working with applicatiomenf three different
companies: Sakhr’'s Arabic Windows, IBM’s Translati@anager 2, and
Microsoft Windows 3.x with Arabic Support. Each quamy was using a
different encoding system for Arabic. This causedstderable confusion
and we had to devise a tool for conversion amoaglifierent systems.

Electronic character sets are groups of chenscepresented in ASCI|
codes. It was used for English in 1963. “This stadddefines 127 codes
(a 7-bit standard) which included the Latin chagextused in English,
together with a number of control, punctuation, aghbol characters.”
The English 26 alphabet letters are representesRb&SCII codes, with
special encoding for upper and lower case letidre. ASCII code for the
capital letterA, for example, is 65. However, this ASCII standardldo
not be used for displaying several European langaiag well as Arabic.
“This led to the introduction of the 1ISO-8859 seri& 8-bit standards’”
The ISO standard 8859-6 was allocated for Latildfaracharacter sets.
Arabic requires the representation of 44 differehtracters. These
include the 28 alphabet letters as well as 8 diagnarks and varieties of
hamzés andyaads. Arabic letters and their ASCII codes are listedhe
following table:

1 .
Ibid., p. 52.
2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 47.
% Ibid., p. 48.
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193 :¢ 194 :
195 ;) 196 : 5
197 : 198 i
199 : 200 <
201 :3 202 &
203 < 204 =z
205 ;¢ 206 :¢
207 :» 208 :3
209 ) 210 :)
211 : 212 : %
213 :u= 214 1=
216 :b 217 :k
218 :¢ 219 :¢
221 1< 222 13
223 :d 225 :d
227 :» 228 10
229 :» 230 : 5
236 s 237 ¢
240 :° 241
242 . 243 :
245 246 :.
248 :° 250

Table 1. Arabic letters and their ASCII codes

Although this code convention accommodatest faygyuages, there
are still some disadvantages. It is extremely dliffi to mix texts from
different standards; that is, you cannot mix Arabred German, for
example. Furthermore, languages like Japanese himk$e do not use
alphabetical writing systems, but thousands of eddift characters.
Japanese has 3,000 characters and Chinese 6,0@@pblosion to ASCII
can ever solve this problem. So the computer imgdustveloped what
has come to be known as the Unicode standard.

The Unicode standard is “a 16-bit (2-byte) eatkveloped by the
Unicode Consortium of major software developers atier interested
parties.* This new standard accommodates 65,536 differeatacters,
which are enough to represent all the languageth@fworld. Each

! Ibid., p. 49.
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character is represented by a unique hexadecinrabeu This allows
computers to deal with any mix of languages witheout confusion.

Another peculiarity to the Arabic writing sgsat (besides characters)
Is direction. Whereas most world languages ardemiand read from left
to right, Arabic and Hebrew are the only known laages to have right-
to-left direction. This issue cannot be ignorecany MT system dealing
with Arabic either as input or output.

2.1.2. Orthography

Orthography covers the aspects of spellingpe tystyle, and
punctuation. Spelling is concerned with “the knawge of possible
combinations of letters”in a language. This knowledge can be useful
when the system encounters a misspelled word. i dase the MT
system has one of two options: either to suggesbreection of the
misspelled word or to leave it untranslated andl degh it as an
unknown word. Most MT systems assume that the idpatment passed
through a pre-editing phase and free of spellimgreyr and so they deal
with misspelled words as unknown words.

The other aspects are the problems of typle, stapitalization, and
punctuation. Type style means whether a word idoid, italics, or
underlined. Capitalization means whether a woid iswer case (word),
upper case (WORD) or title case (Word). Punctuattoeans how
different punctuation marks (like comma, periodloag and semicolon)
are used to demarcate sentence boundaries as svelbuadaries and
relations within the sentence itself. There are ynamthographical
differences between languages, particularly Aramd English, which
have to be taken into consideration by MT develsper

English uses italics to indicate emphasis wwoad, but emphasis in
Arabic is indicated by a change in word order @ thitroduction of an
emphatic word. English proper nouns start with aiteh letter, but
Arabic does not give any special marking for propeuns. Furthermore,
punctuation marks in Arabic are not used so retulas they are in
English. Therefore, during the process of transtatthe system must be
able to identify which punctuation marks are redamtdin the other
language.

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 14.
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The following sentence, for example, uses casinabundantly.
Hardly any of these commas will be transferredha translation into
Arabic.

This year, the man, however, and his wife, tool, gdlon holiday:

2.1.3. Morphological Analysis

Morphological analysis is one of the most basamponents in any
MT system. “Morphology is concerned with the waywhich words are
formed from basic sequences of phonemeMIT systems rely on the
morphological component for the analysis of wordsl anderstanding
the relationship between the different forms whacingle word can take.
Natural language applications, such as spellingcldrs, electronic
dictionaries, information retrieval systems, and MYstems, need
morphological analysis in order to identify newtydined words and to
ensure that words which are inflectional variarfteach other are treated
the same. “Analysing and generating word forms esuzial step in the
processing of natural language... NLP and MT systeaes] to identify
words in texts in order to determine their syntacdind semantic
properties.? In this way morphology is regarded by many MT saksts
as a means of simplifying the problems of lexicalalgsis and a
prerequisite for syntactic and semantic analysis.

2.1.3.1. Inflection, Derivation, and Compounding

Morphology is traditionally classified into rde main spheres:
inflection, derivation, and compounding. Inflecttdrmorphology “deals
with the formation of different forms in the pargui of a lexeme™®It is
concerned with the way words reflect grammatic&rmation, and this
iIs why some linguists tend to refer to the morphemaated to this
category as “grammatical morphemes’n inflectional morphology

! Ibid.

2 Ibid., p. 15.

3 Arturo Truijillo, Translation Engines: Techniques for Machine Tratistg London:
Springer, 1999, pp. 85-86.

“ Paul Bennet “The interaction of syntax and morphylin machine translation”, in
Frank Van Eynde, ed.inguistic Issues in Machine Translatidoondon: Pinter
Publishers, 1993, p. 73.

® Ronald W.Langacket,anguage and its Structure: Some fundamental Istigui
concepts2™ ed., New York: Harcourt Brace Jovanovich, 19736.
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words undergo a change in their form to expressesgmammatical
functions but their syntactic category remains @amgfed.

Many inflectional features appear on wordsebpress agreement
purposes (agreement in person, number, and geaslerll as to express
case, aspect, mood, and tense. This way, morphaoggid to carry out
some syntactic functions. “Frequently ... morpholagjianalysis cannot
be divorced from syntactic analysisHere is a look at the morphological
inflections which carry syntactic meanings (as sified by Truijillo?):

Person: It has three main contrasts: first person, ordpeaker; second
person, or the addressee, third person, whichsrébea third party.

Number: It has four main contrasts: singular, dual, trialdaplural.
English makes distinction only between singular phuoial, while Arabic
makes contrasts between singular, dual, and plural.

Gender: Its typical contrasts are: masculine, femininejtee animate,
and inanimate. In Arabic there is a further contimsween human and
non-human objects and each is given grammaticalgpties accordingly.

Case: It “indicates the role of a participant within arpse.? Its typical
contrasts are nominative, accusative, genitive, @artitive. Nominative
Is the case of the subject of a finite verb, &¢.g1 | wrote the letter.
Accusative is the case of the direct object of \@ripreposition, e.gne
in He talked to meGenitive is the case that expresses possessipiie.
in This is his carPartitive is the case that indicates a part agdistrom
a whole, e.gsome of the applaa He took some of the applé&here are
also other cases like dative, which expressesédbipient of an action;
vocative, which expresses the person being calle@ddoressed; and
locative, which expresses place or time at which&ion takes place.

Tense: It expresses whether an action is performed irp#st, present, or
future.

Aspect: It expresses whether an action is compldte has gong
progressiveHe is reading or habitual He wakes up late every day

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 83.

2 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, pp. 11-12.

3 Ibid., p. 12.
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Mood: It expresses factuality, likelihood, possibility oncertainty. Its
typical contrasts are: indicativélé went to the schoplsubjunctive (for
hypothetical actionsIf he studied, he would succé@gdmperative (to
express a comman@®pen the dool! interrogative (to ask a question:
How are you, exclamatory (to express surpriséthat a car), and
optative (to indicate a wislidad | the means, | would travel abrgad

Voice: It expresses the relation of the subject to themaclts typical
contrasts are activé teach and passivel @m taughy.

The second sphere of morphology is derivatiomarphology, which
is concerned with “the creation of a new lexeme affixation.™ In
English, the process of word formation through \hion involves two
types of affixation: prefixation, which means plagia morpheme before
a word, e.gun-happy and suffixation, which means placing a morpheme
after a word, e.dhappi-ness

Derivation poses a problem to translation hatt“not all derived
words have straight-forward compositional tranelatias derived
words.” In English, for example, the same meaning canxpeessed by
different affixes. Take, for instance, the nominalion process, which
can employ anceas inacceptance-mentas indevelopmenor -ation as
in determination Moreover, the same affix can have more than one
meaning. This can be exemplified by the sufex. This suffix can be
used to express the agent aplayerandsinger. But this is not the only
meaning it can convey as it can describe instrusnastinmixer and
cooker In this way the affix can have a range of eq@m in the target
language and the attempt to have one-to-one camegpces for affixes
will be greatly misguided.

While English employs affixation in derivatiorabic does not
follow this technique. Instead it uses lexicaliaati which is the
formation of lexical items, to make derivatives. &thno lexical item is
found in Arabic to match the new meaning which #féx adds in
English, a compound or even a syntactic strucwfermed. This can be
shown by the following examples:

! Paul Bennet “The interaction of syntax and morpgwlin machine translation”, in
Frank Van Eynde, edLinguistic Issues in Machine Translatidoondon: Pinter
Publishers, 1993, p. 73.

2 Ibid., p. 78.
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1. In English the suffixer is added to a verb to indicate the agent, while
Arabic forms a word for this purpose:

play player
la‘iba la‘ib
2. In English the prefixin-is added to an adjective to negate its meaning,
while in Arabic a compound is used for this purpose

happy unhappy
sa'ld gairu sa'idin (or laisa sa‘idan)
3. In English the prefixe- is added to a verb to indicate repetition, while
Arabic uses a syntactic structure:

play replay
la‘iba la‘iba marratan ubra (or 'a‘ada-I-la‘ib)

The third sphere of morphology is compoundinfich is the process
of forming a new word through combining two or mom@rds. “In
English, terms are often coined by the simple jpaition of nouns... in
the course of time, some juxtaposed nouns may $edfand become a
single noun.” The first problem which an MT system encounterthwi
compounds is a problem of identification. The systaust recognize that
two words or more constitute a single compound, randt not deal with
them as separate words. In English compound noanshave one of
three forms: two words fused together akansebacktwo words joined
by a hyphen as imorse-trade or two juxtaposed words separated by
space as irhorse doctor The compound noun can pose a problem in
translation regarding the compound meaning. “Theammgs of
compounds are sometimes obvious from their compgenplackberry),
sometimes slightly different (alackboardis a special type of board,
typically but not necessarily black) and sometimenpletely opaque (a
blacklegis a traitor or strike breaker).”

An important notion in compounding is the oatiof head. A
compound noun is divided into head and modifiemodifiers. Take, for
instance, the compound nowumtchtower which can be represented as a
head and modifier:

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 84.
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n

T

mod,n head,n
watch tower

Fig. 6. A tree of English compound noun

The head does not only determine the categfaitye compound, but it
also “determines its semantic features and (in séamguages) its
gender.* This is applicable in Arabic where the gender andhber of
the compound noun is determined by its head. We loak at the
representation of the Arabic equivalent for thevmes compoundburgu-
l-muragabah:

head,n mod,n
burdu- I-muragabah

Fig. 7. A tree of Arabic compound noun

The example above sheds light on three mdierdnces between
English and Arabic compounds:

1. An Arabic compound is composed of two separabeds while an
English compound can be composed of two joinedhégpted, or
separated words.

2. The head, or governor, in an Arabic compounagues the modifier
while in English the head follows its modifier. Thetion of head here
iIs helpful because it “neutralizes ordering diffses between
languages which differ in the position of the hemdompounds?

3. In Arabic the head of the compound determireegender, which in the
above example is masculine, while in English thi®nmation is not
relevant.

It is impossible with compounding to find arasght-forward
compositional translation, as a compound structumees from one

! Ibid., p. 90.
2 |bid.
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language to another. We can now look at some opdings which show
the differences:

1. Sometimes, the single noun which functions aomplement in a
compound must be translated as a plural. Compazefdhowing
English-Arabic examples:

book trade
tigaratu-I-kutub
[trade of books]
2. English can use bound morphemes in compoundihge wother
languages, including Arabic, cannot. Compare thievieng English-
Arabic examples:

eco-catastrophe
karitatun br’'iyyah
[ecological catastrophe]
3. The structure NN compound can “be translate@lasional adjective +
noun™. Compare the following English-Arabic examples:

atom bomb
qunbulatun darriyyah
[atomic bomb]

4. Sometimes a compound is not translated by a contp but by a
single lexical item. Compare the following Englishabic examples:

looking glass
mir’ah

palm tree
nahlah

5. Sometimes an NN compound is not translated bgnapound of the
same structure, but by a syntactic structure of Nreposition + N
sequences. Compare the following English-Arabicgas:

team member
‘uddiwun bi-I-fariq
[member in the team]

or the opposite:

prisoner of war
"asiru harb

! Ibid., p. 94.
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Some of the key notions in dealing with morpgy in MT are:
productivity, generality and lexicalization. “A npitological process is
said to be productive if it can be used in the faiion of new words. A
process is said to be generalized to the extentttban be seen occurring
in existing words.® To make the distinction between generality and
productivity clear, we can look at the suffixentwhich is used to form
nouns as irdevelopmentThis is said to be generalized as it occurs in
many words, yet it is not productive as it cannetused in new words.
Yet the prefixun-is said to be both generalized and productive aant
be used in new words liken-Egyptianized

Productivity means that new words can be formi¢her by adding a
prefix, suffix, or using it in a compound. In théowve exampleun-
Egyptianizegdwe can notice the productivity of derivation antlection.
The adjective denoting nationaligggyptianwas changed into verb by
adding the suffixize, and then changed into adjective by using the past
participle form, and then negated by using theipreh-. Compounding
is also highly productive in the sense that newdsotan be formed
freely by combining two words, which then can beteaded by
combining with another noun as information retrieval systems'A
novel compound creates a problem for morphologaallysis in an MT
system: to treat it as an unknown word is unraalisince its meaning
and the correct translation can often be derivennfits component
parts.” So, an MT system cannot rely merely on its digigrto identify
words and reach their correct translation. It nmigke account for newly-
formed words and ensure that it has the proper ooemt to deal with
them.“It is productivity that necessitates the treatmehimorphology in
MT systems. If new words can be formed, words caatide entered in
dictionaries.?

The second essential concept in morphologygaserality, which
means that a certain morphological process is tegea a large amount
of words, or a certain morpheme can attach itselinany words to
express a specific meaning. MT systems can exgileigenerality feature
to reduce the size of dictionary and capture tmeilaiity of meaning
conveyed by morphological processes like derivatind compounding.

! Ibid., p. 75.

2 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 84.

% Paul Bennet “The interaction of syntax and morpgwlin machine translation”, in
Frank Van Eynde, ed.inguistic Issues in Machine Translatidoondon: Pinter
Publishers, 1993, p. 76.
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“A generalized process will be responsible for asnaf words (e.g. houn
plurals, adverbs in-ly, adjectives prefixed withun-). It may be
theoretically possible to list all such forms, kmutch a task would be
enormous,” and would fail to capture the regular meaningsvegad by
the morphological processes.

Lexicalization means that the new form of twerd is “neither
productive nor generalized. This may be exemplified by the word
warmth which is the noun ofvarm Here the noun was created by
suffixing -th. However, this process is not a regular morphcklgi
process and cannot be used in new words; it is pmotuctive or
generalized, and so it is regarded as lexicalized.

2.1.3.2. Methods of Morphological Analysis

A major decision to make in the design of ah 8§stem is to decide
whether to use a morphological analysis comporeanalyze words and
identify them as roots and affixes, or to use alola$e to store all full-
form words. These are the two main techniques ialimg with
morphology in MT systems. Each of these technidueesits advantages
and disadvantages. Nonetheless, using a morphalogimalysis
component is linguistically motivated and theoraticmore attractive.

Using full-form words means that the root adits derivatives are
stored in a database. Each of the itgosy, played, playing, plays,
replay, replayed, replaying, replays, player, plesjeplayful, un-playful,
playfully, un-playfully, playfulnesandun-playfulnessill all be entered
explicitly into the database to be identified altreg to the same root
play. Using this technique in dealing with morphologyan MT system
has some advantages. It “makes access to words"fags the system
will reach the word directly instead of going thgbua component for
morphological analysis. It also avoids the “peredivdifficulties of
dealing with irregular forms and the wide rangepossible inflectional
paradigms.* When the system uses a full-form database it watl have
to bother about irregular forms, as all words aeated in the same way
and entered explicitly.

! Ibid.

? |bid.

3 Arturo Trujillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 86.

*W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 82.
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This technique, however, has strong disadgastalt fails to capture
regularity in the morphological process, and trek taf entering all word
forms becomes even more tedious with highly infldctanguages like
Arabic. It also fails to identify newly-formed wadAs | mentioned
above, morphology is productive in the sense thaan apply certain
processes to create new words. If a system canmdérstand these
processes, it will not be able to deal with new dgor Another
disadvantage is that it has a greater updating ¢tioat modification is
required, it has to be entered in all words indagbase.

Contrastively, a morphological analysis comgrgnis a rule-based
module which is able to analyze a word and relate its root form and
interpret meaning chunks conveyed by the affixézched to the word.
The component deals with a word as composed ofandtaffixes. This
is why it is sometimes called a “two-level model mmbrphology®. Its
advantages and disadvantages are the opposite bflkiorm technique.
It can capture morphological generality and idgmiéwly-formed words.
The cost of updating and maintaining the systemmisimal as
modification is made in a single module, which hent applied to all
words. Yet the disadvantages are that the cost esfeldping and
maintaining morphological rules may be higher thihat of the first
technique. It may also take a longer time duringepssing. “In addition,
irregular forms such abge, am, areand is still need to be entered
separately? Yet this model is the one recommended by linguists MT
specialists, as its advantages outweigh most disedvantages.

2.1.3.3. Lexical Databases

A lexicon provides “the specific informatiorb@ut each individual
lexical item (word or phrase) in the vocabulary thfe language
concerned® While grammatical rules define possible grammética
structures in a language, a lexicon states whichdsva@an appear in
which constructions. It is expected that lexiconsoritain all the
‘idiosyncratic’, ‘irregular’, or unpredictable infmation about words:”

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 86.

? |bid.

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 78.

“* Doug Arnold, et al.Machine Translation: An Introductory Guidslanchester:
Blackwell, 1994, p. 91.
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MT lexicons have a great importance in MT reseancti design for the
following reasons:

1. Lexicons are used in morphological, syntactid s@mantic processing
as well as in transfer. They provide informatiorcessary for other
components.

2. Lexicons are the largest and most expensive coerms in MT
systems. They hold a large amount of data andttieya considerable
time to construct. To give a hint at the numbemofds required in
making lexicons, we can refer to that fact thatrfeat commercial MT
systems typically claim to have general-languagetiaharies
containing upwards of 15,000 entriés”

3. The scope and quality of translation are toemigextent dependant on
the lexicon. “More than any other component, tiae fand quality of
the dictionary limits the scope and coverage ofsaesn®.

4. A lexicon is the only component in MT that isvals subject to
expansion and updating. While adding or modifyingrpmological,
semantic, or syntactic rules is not expected taltwee frequently, a
lexicon is always subject to addition and modifimat This is due to
the fact that morphological and syntactic rulesa ¢dnguage are stable,
but the vocabulary of a language is constantly grigwas new words
are borrowed or coined every day.

MT dictionaries are sometimes called lexicatathases, because the
items are stored in a database, and sometimesl ¢@deons, because of
the different nature these dictionaries have frdme tconventional
dictionaries. “The lexical information for MT diffe in may respects
from that found in conventional dictionariesMT lexicons are different
from conventional dictionaries in the way they streictured as well as in
the type of information they hold. For example, hconventional
dictionaries provide information on word pronunmat origin,
synonyms, antonyms, as well as explanatory exangflesage, none of
this information is relevant in MT. Meanwhile, M&Xicons give explicit
information about grammatical category, semantiatuees, selection
restrictions, subcategorization features, and frasees.

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 54.

2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 87.

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 78.
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We now turn to the structure of an MT lexicand the type of
information it contains.

1. Information on grammatical categories (or parts of speech). The
grammatical categories usually have the typicatebhated forms: ‘n’ for
noun, ‘v’ for verb, ‘pron’ for pronoun, ‘det’ for eterminer, ‘prep’ for
preposition, ‘ad] for adjective, ‘adv’ for adverband ‘conj for
conjunction. The MT module responsible for identity the part of
speech (POS) is usually referred to as “Part-oleSpdagger".

2. Subcategorization information. It “indicates the syntactic
environments that a word can occur iriThe lexicon must indicate, for
example, whether a verb is transitive or intramsitiand a noun is
masculine or feminine. Verbs can have as many ght aifferent

subcategories as in the following list:

1. | sleep [I]: An intransitive verb that only needsudject.
e.g. The old man slept.

2. | build [Tn]: A transitive verb that needs a subjactl object.
e.g. He built a house.

3. | give [Dn,n] A ditransitive verb that takes a sulbjaed two objects.
e.g. He gave Jack a book.

4. | give [Dn,prep] A ditransitive verb that takes ajsgband two
objects, one introduced by a preposition.
e.g. He gave a book to Jack.

5. | persuade [Cn,to] A complex transitive verb thaetal subject,
object and infinitival clause introduced tuy
e.g. He persuaded Jack to travel abroad.

6. | believe [T,fn] A transitive verb that takes a subjend an object in
the form of a finite sentence introducedthgt
e.g. He believed that the problem was solved.

7. | is [La] A linking verb that links an adjectival @ge to the subject.
e.g. This young man is handsome.

8. | appear [Ln] A linking verb that links a noun phrasehe subject.

! Fred Popowich, et al., “Machine Translation of €&ld Captions”Machine
Translation 15, 311-341, 2000, p. 322.

2 Doug Arnold, et al.Machine Translation: An Introductory GuidMlanchester:
Blackwell, 1994, p. 92.
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e.g. Jack appeared a handsome young man.

Table 2. Possible subcategories of verbs'

3. Semantic information. Semantics can be defined as “the study of the
ways in which individual words (lexical items) hawgeaning either in
isolation or in the context of words, and the waysvhich phrases and
sentences express meanifgThe importance of semantics in MT
research comes form the fact that the semanticysirabf a language
explains “how the sentences of this language adenstood, interpreted,
and related to states, processes, and objectg inrfiverse ¥ Words can

be represented in terms of semantic features, wbah constitute a
logical hierarchy as in the following figure:

Words
I

A 4
Abstract Concepts: Physical Objects:
love, hate, beauty chair, tree, dog

A 4

Living: Non-living:

dog, tree chair, book
I

A\ 4
Animate: Non-animate:
man, dog tree, flower

A 4

Human: Non-human:
man, woman dog, snake

Fig. 8. Thehierarchy of basic semantic features

Further semantic features, such as ‘male’ caradided to the above
hierarchy to distinguisinanandboy from womanandgirl. The semantic

! Adapted from: Doug Arnold, et aMachine Translation: An Introductory Guide
Manchester: Blackwell, 1994, p. 92.

2W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 19.

% Manfred Bierwish, “Semantics”, in John Lyons, édew Horizons in Linguisti¢s
Middlesex, England: Penguin Books Ltd, 1970, p..167
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feature ‘adult’ can furthermore distinguislanandwomanfrom boyand
girl. So the semantic features for the four wamen, woman, bognd
girl can be listed as follows:

1. | man: PHYSICAL OBJECT and LIVING and ANIMATE and
HUMAN and MALE and ADULT

2. | woman: PHYSICAL OBJECT and LIVING and ANIMATE and
HUMAN and FEMALE and ADULT

3. | boy: PHYSICAL OBJECT and LIVING and ANIMATE and
HUMAN and MALE and YOUNG

4. | girl: PHYSICAL OBJECT and LIVING and ANIMATE and
HUMAN and FEMALE and YOUNG

Table 3. List of semantic features of somewords

This explains how the meaning of each worcbimposed of the set of
semantic features attached to it. The above liseatures can be further
simplified by introducing the notion of ‘inheritamdierarchy’, “so that it
Is sufficient to say that the wotdacherhas the feature ‘human’ to know
that it is also ‘animate’, ‘living’, and so on.”

4. Selection restriction information. It is the restrictions a lexical item
imposes on the words that occur with it. Semardstrictions “indicate
which lexical elements may be selected in ordefioton a semantically
well-formed combination of two or more syntactigatiombined lexical
elements. They specify ... possible semantic aféesitamong lexical
entries.? For example the verkead requires a subject with the feature
‘human’ and the verdrink requires an object with the feature ‘liquid’.

All of the above information can be storechitexical database in the
form of a set of features. Each feature “can beesgmted aattributes
with correspondingralues, and as such are often called ‘attribute-value
pairs’.” The following table gives a sample of the possibitibute-
value pair in an MT dictionary:

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 19.

2 Manfred Bierwish, “Semantics”, in John Lyons, édew Horizons in Linguisti¢s
Middlesex, England: Penguin Books Ltd, 1970, p..171

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 25.
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man | CAT: n (Grammatical category: noun)
NUM: sg (Number: singular)
GEND: m (Gender: male)
SEM: human (Semantic feature: human)

drink | CAT: v (Grammatical category: verb)
SUBCAT: T (Subcategorization: Transitive verb)
PERS: (Person)
NUM:
SEM_AGENT: animate (Takes an animate subject)
SEM_PATIENT: liquid (Takes a liquid object)

Table 4. Feature analysis

To ensure consistency and completeness idlibgilan MT lexicon,
MT developers usually develop tools for lexicogmaghto aid them
easily select the appropriate features for eacltdéxtem. These tools
provide linguists with “menus or templates for emtg the lexical data
which is required, e.g. the gender of a noun, wdrethhas an irregular
plural, whether it is ‘mass’ or ‘count’”This type of programs also
ensures that the dictionary will contain no dugkcantries. When the
lexicographer wants to create a new entry, the ramag‘searches the
database for records already in existeridéthe entry already exists, the
user is only permitted to modify its properties.

The design of an MT dictionary is to a gredeat influenced by the
translation strategy which a system follows. Inraat translation system,
there is only one bilingual dictionary of sourcagaage words and their
equivalents in the target language. By contrasstriransfer MT systems
have two types of lexicons: monolingual lexiconsgarposes of analysis
and generation, and bilingual lexicons for mappsaurce language
words with their equivalents in the target language

The source language monolingual lexicon costall information
needed for structural analysis and disambiguatibncontains, for
example, morphological inflections, grammatical egatries, semantic
features, selection restriction, different meanimmgsa word, and the
conditions (whether syntactic, contextual, or stit) under which the
word assumes a specific meaning. For example, ekiedn should be

1 -
Ibid., p. 55.
2 Laffling, John.Towards High-Precision Machine Translation: Based@ontrastive

Textology Berlin: Foris Publications. 1991 p. 65.
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able to tell when the worbdank means ‘the side of a river’ and when it
means ‘a financial institution’.

The bilingual lexicon will “list all target tayuage equivalents” The
bilingual lexicon may contain some grammatical aseémantic
information, yet this information is minimal, asist properly detailed in
the monolingual lexicons. The target language magakl lexicon is
responsible for the generation of target languageisv

However, this does not mean that an MT system only three
dictionaries. In fact it can have several othetidmaries. MT lexicons
can be divided into “a number of special dictioagyie.g. for ‘high
frequency’ vocabulary, idiomatic expressions, iulaeg forms, etc., which
are separated from the main or ‘core’ lexicohs.”

One of the major issues in the constructionVidf lexicons is the
treatment of terminology and idioms. Terminologyhs vocabulary of a
specialized subiject field like biology, economiesid medicine. “Such
fields often have a relatively well-defined termimgy, which is
sometimes even codified, and given official rectigni by professional
bodies.® Codification means that each concept is assigreidgge name.
This is why terminology is less ambiguous and ca&nnbore easily
manipulated by an MT system than general languagelsy Whereas
terminology dictionaries represent one-to-one nmagpof words and
concepts, words in a general language dictionagyaarbiguous because
a word can designate more than one concept. Itregalar tradition in
MT systems to store terminology in separate speeliexicons.

Idioms are “fixed phrases, consisting of mtiran one word, which
have meanings which cannot be inferred by knowhagmeanings of the
individual words.” The following table lists some idioms along witteir
meanings:

! John Lehrberger and Laurent Bourbedachine Translation: Linguistic
characteristics of MT systems and general methayotd evaluationAmsterdam:
John Benjamins Publishing Company, 1988, p. 57.

2W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 79.

% Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 107.

* Victoria Fromkin and Robert Rodmahn Introduction to Languagéew York:
Holt, Rinehart and Winston, Inc, 1974, p. 121.
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ldiom Meaning
1 | think the world of have admiration for
2 | pull strings use influence
3 | knock oneself out work extremely hard
4 | by the skin of one’s teeth just barely
5 | upset the applecart ruin plans
6 | call a spade a spade be completely frank
7 | face the music face a difficult situation
8 | in a nutshell in a few words
9 | walk on air be extremely happy
10| fly off the handle suddenly get angry
11| burn the midnight oll stay up late at night
12| fit to be tied furious
13| pull oneself together regain control of oneself

Table5. List of someidioms!

From the above examples we see that the ngpasfindioms is
completely removed from the meaning of the singbeds that constitute
them. Any MT system that does not make special iderstion for
idioms will give mistaken or even funny translasofor the above
idioms. “The problem with idioms, in an MT contexs, that it is not
usually possible to translate them using the nomatgs.” So, Idioms
must either have special entries in a lexicon anea separate lexicon,
and the system parser must treat them as a single u

Phrasal verbs pose a similar problem to ansysiem. They cannot be
translated as individual words but must be tramdlads a unit. For
example, the meaning of the phrasal verb ‘give agrinot be conveyed
by the translation of ‘give’ and ‘up’ separatelyheltwo words combine
together to give a new meaning. Another problenn witrasal verbs is
that while in some phrasal verbs the particle car® split form the
noun, such as ‘look after’, in some others thetsghn occur, as in the
following examples:

He gave up smoking.
He gave smokingup.

! |dioms and their explanations are drawn from GedtgMacCallumMore Idiom
Drills for Students of English as a Second Langua&fgv York: Harper & Row,
Publishers, 1978.

2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 122.
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Helooked up the term.
Helooked the termup.
Hefilled in the form.
Hefilled the formin.

What we need here is a way to relate the tartsf the phrasal verbs
to each other. The MT parser must be furnished \wlthoccurrence
possibilities of each phrasal verb in order to bke & detect it whenever
it occurs.

2.1.4. Syntactic Analysis

Syntactic analysis is the computer procesfowhalizing the “order
and structure in a sentence and ... the variousioe$tips that words
establish among themselves3yntactic analysis is one of the most
problematic issues in MT and Computational Lingaosstin general
because it is related to the treatment of syntasttiecture, which is far
broader and more dynamic than the realms of moogjychnd lexicon. It
poses a real challenge to linguists as well as octenpengineers.
Linguists have to search for the adequate theoay tan formalize
linguistic description; engineers have to find théequate algorithms
needed to process and analyze input. The processtzctic analysis has
to handle a large variety of sentence construct@md resolve many
linguistic ambiguities. No single linguistic theog said to have a
paramount influence on MT design. Each MT systemliep different
theories and even devises some modifications datieadal rules.

Whereas in morphological analysis the worthken as the basic unit
which is then analyzed into morphemes, in syntatalysis the sentence
Is the basic unit which is then analyzed into cdumeshts. It must be noted
that sentences are not blocks similar to each othat they are
“surprisingly varied: long and short; simple, dablmultiple, and
complex; statements, commands, wishes, questiahexaflamations”

However, taking the sentence as a basic @sttivo disadvantages.
The first is that cross-sentential links (like poans referring to nouns
mentioned in previous sentences) are not captiifezlsecond is that it is
difficult to decide exactly the sentence boundaries

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 99.
2 Simeon PotteQur LanguageMiddlesex, England: Penguin, 1950, p. 90.
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Whereas English sentences are known to bedimocapital letters and
end with full stops, sentences in other languagesre punctuation does
not play a vital role, like Arabic, cannot have acigar demarcating
boundaries. An alterative definition of a sentewea be: “the largest
linguistic unit to which syntactic rules apply. This definition is
somewhat circular in the sense that we need aitiefirof a syntactic
rule in order to define a sentence, and we neegfiaittbn of a sentence
in order to define a syntactic rule. In this thesiswever, | am only
concentrating on translation from English into Acalso | will make use
of the conventional definition of a sentence, tisata sentence begins
with a capital letter and ends with a full stopeTdystem, however, must
not confuse a period that indicates an abbreviaimh as Dr. and Mrs.
and one that ends a sentence. The module resporfsiblsplitting a
paragraph into a group of sentences is calledséxgmenter’.

2.1.4.1. Phrase Structure Rules

Syntactic analysis starts with detecting thasi® grammatical
categories of V (Verb), N (Noun), Adj (Adjectiveddv (Adverb), Prep
(Preposition), Det (Determiner) and Conj (Conjuoicji There are four
types of phrases:

1. VP: Verb Phrase

2. NP: Noun Phrase

3. AP: Adjective/Adverbial Phrase
4. PP: Prepositional Phrase

Analyzing a sentence into constituents in MT called ‘parsing’.
Parsing means that the sentence is divided intollesmgroupings
according to their syntactic functions inside thentence. After the
sentence is parsed it is represented in a pasetnghrase structure tree.
The simple sentencEhe young boy eats the apptem be represented as
follows:

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 13.
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A
/N

A
N\

the young boy eats the apples
Fig. 9. A parsetree’

The above tree captures various grammaticidtioaships like
dominance and precedence. Dominance means thatrsmiae dominate
other nodes. In the above example S dominates NP/&n Precedence
means that some nodes precede other nodes. Irbtive @xample NP
precedes VP. The mother node is the node that ddesirother nodes.
The first NP is the mother for Det, Adj and N, whia their turn are said
to be daughters of the first NP and sisters ofanaher.

The above tree can be represented by re-mtee as follows:
(1) S— NP VP
(2) NP— (Det) (Adj) N
(3) VP— V NP
(4) Det— {the}
(5) Adj — {young
(6) N— {boy, apple}
(7)V — {eatg
These re-write rules state that a Sentences(&mposed of a Noun

Phrase (NP) followed by a Verb Phrase (VP). The M\&hrase (NP)
consists of an optional Determiner (Det) and amoojpd Adjective (Ad))

! Adapted from Tim Willis, “Processing Natural Larmme”, in Peter Roach, ed.,
Computing in Linguistics and Phonetics: IntrodugtéteadingsSan Diego:
Academic Press, 1992, p. 60.
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and a Noun (N). The Verb Phrase (VP) consists\é¢rbd (V) and a Noun
Phrase (NP). The terminal nodes are re-writtexdsdl items.

An alternative representation to phrase gtrectree is a bracketed
string of categories and elements, which is everersaitable to an MT
system. The same information in the Phrase Streicttge can be
represented as follows:

S(NP(Det(the)
Adj(young)
N(boy))

(VP(V(eats)
NP(Det(the)
N(Apples)))

There are three types of relationships thatbsacaptured by syntactic
description. The first is the relationship of ‘seque’which states which
elements precede other elements. In the above flleeexample, the
adjectiveyoung precedes the noubboy, which it modifies. The second
type of relationship is ‘dependence’ which statest some elements are
dependant on other elements. For example, the gitepocan determine
the morphological form (or case) of the noun tladibfvs it, as into him
in which case the pronoun is dependant on the pigpo. In the above
example, the nourboy and the verbeats both agree in number, an
example of the verb dependence on the subject. thid type of
relationship isconstituency which means that some elements may be
combined together to constitute a phrase. In tlewalexample, the first
NP consists of Det, Adj and N. These are some efldhsic concepts
needed in syntactic analysis.

2.1.4.2. Parsing

Parsing is a major component in an MT systéns the process by
which a sentence is dissected or analyzed intotito@st parts. Parsing
may be defined as the “computer programs which #skéata a grammar
and a lexicon ... and produce as output an analydlseocstructure of the
text.”t The MT module responsible for parsing is callelae ‘tparser’.
While the lexicon stores information about the gatees of words and

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, pp. 56-57.
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their idiosyncratic features, the grammar rulethm parser, according to
Hutching, fulfill the following two tasks:

1. Recognize what sequences of words form conatifpierases, which in
turn combine to form bigger phrases or sentences.

2. Describe what constructions are acceptabler@ngpatical).

Inside the parser, grammar rules are usuailyen as a set of re-write
rules trying to give all possible variations of kamonstituent. We can
have a second look at re-write rules in the follupset of rules

(1) S— NP VP (PP)

(2) NP— Det (Adj*) N (PP)
(3) NP— Pron

(4) NP—> NP S

(5) VP— V NP

(6) VP— V NP NP

(7) VP— V PP

(8) VP— V

(9) PP— P NP

The above re-write rules give some possibleatians of S, NP and
VP. An NP can be composed of a determiner, adgcthoun and
prepositional phrase as ithé young man with the blue h&tlements in
parentheses in re-write rules are optional). Théeside ‘Adj’ in rule (2)
means that the noun in a noun phrase can be nud¥ieany number of
adjectives. For example, we can add as many adpscéis we like before
the word ‘man’. We can sayhe handsome, tall, attractive, busy young
man. There is no physical limit on the number of adiees preceding a
noun except the memory space of the speaker andldsse to be
comprehensible to the hearers.

The noun phrase can also be a simple pronocim gshe In (4) the
noun phrase is composed of an NP and S ahénfact that the earth is
round. We notice that the phrase label NP invokes fittgethe right side
of the rule. It also invokes S which in its turmdae composed of an NP.

l .

Ibid, p. 57.
2 Adapted from Tim Willis, “Processing Natural Larsge”, in Peter Roach, ed.,
Computing in Linguistics and Phonetics: IntrodugtéteadingsSan Diego:
Academic Press, 1992, pp. 56-57.
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We also notice that the NP and PP can both inv@ah ether. This
explains the grammaticality of the children’s sofithere’s a hole in the
middle of the séaand its expansionThere is a bump on the flea on the
lump on the fly on the hump on the frog on the ptom the log in the
hole in the middle of the sed& his property is called ‘recursion’ which
accounts for the infiniteness of the human languaggk the number of
sentences it can contain. “It is a property thedbées the small set of
eventual rules ... to describe the structure of, @megate, a very large
number of the possible sentences”

The verb phrase in turn can be composed @frla and a noun phrase
when the verb is transitive as iauild a housg a verb and two noun
phrases when the verb is ditransitive asgineé John a bodka verb and
prepositional phrase as igd to schodj or only a verb when the verb is
intransitive as insleep. The information about the type of verb is gained
from the lexicon.

This type of parsing is known as a ‘top-dowspr@ach’ where “the
parser starts at the most abstract level and atsemapflesh out the
structure by building downwards towards the lowesel, i.e. the words
themselves? Following this approach, the parser supposestitteastring
at hand is an S and searches for an NP followea Bb¥P. The NP
requirement is fulfilled when the system finds arfythe sequences that
constitute an NP and so on.

In order for the rules to be comprehensiveytihould cover other
forms of the sentence. A sentence structure cana@ording to mood,
which can be either indicative, likéle went to the schdplsubjunctive,
like ‘If he studied, he would succéeidhperative, like Open the doot!
interrogative, like How are you? exclamatory, like What a car?; or
optative, like Had | the means, | would travel abrdad\ sentence
structure can also vary according to voice, whigh be either active like
‘| teach or passive ' was taught Moreover, sentences can be composed
of more than one clause, likelé is rich but he is not happyt can also
be composed of a non-tensed phrase plus a clakeseGbing to school,
| lost my ba§ Moreover, some sentences may not contain a Vi,
‘More work, more mongy.

1 -

Ibid., p. 58.
2 \W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translatipn
London: Academic Press, 1992, p. 57.
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As we can see in those examples, a sentenm@use does not always
follow the NP VP pattern. There is a variety oftpats that should be
accounted for in the grammar if the MT system igléal with the human
language successfully, from the syntactic pointieiv.

Besides the top-down approach, there is thiofmeup approach
where the parser “starts with the words and buildsards.* The parser
starts with recognizing word categories then sessrdbr rules that allow
for the combination of these words into higher Isvaf abstraction, or
bigger phrases. Take for example the sentddeenvent to the gardenn
parsing this sentence the parser, according tohihfc will follow these
steps:

1. Recognizing word categories.
Pron V Prep Det N

2. Parsing the first NP following rule 3 above, @hhistates that an NP
can be composed of a pronoun.

NP V Prep Det N

3. Parsing the second NP following rule 2 abovdchvistates that an NP
can be composed of a determiner followed be a noun.

NP V Prep NP

4. Parsing the PP following rule 7 above, whichtestathat a PP is
composed of a preposition and an NP.

NP V PP

5. Parsing the VP following rule 5 above, whichtetathat a VP can be
composed of a verb and a PP.

NP VP

6. Parsing the S following rule 1 above, whichedathat an S can be
composed of an NP followed by a VP.

S

The above six steps can be summarized in ttules for sentence
parsing as follows$:

" bid.

? Ibid.

% Keith Brown and Jim MillerSyntax: A Linguistic Introduction to Sentence
Structure 2" ed., London: Harper Collins Academic, 1991, p. 46.
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(1) Determine from the lexicon the form class oémword ...

(2) Find a grammar rule with X as the left-hand bgirand a category or
categories as the right-hand symboil(s) (for examyle» Y Z) and
where the right-hand symbol(s) match some sequehcategories
in the structure so far and develop a partial wiék X as the mother
and the right-hand symbols as ordered daughters.

(3) Continue rule (2) until the tree is rooted inaBd there are no
unattached items.

Another concept of major importance in parsiagthe notion of
‘backtracking’. Backtracking means that the parsan make initial
decisions about the category of a word, its mearngts syntactic
function in the sentence, and then makes revisfahis initial decision
when the context provides extra information asgheser proceeds with
the sentence. “In both top-down and bottom-up pgrsi is not always
the case that the first decision is the right onthe. computer has to be
able to revise any ‘decisions’ it may have takeifake for example the
sentence:

The river flows harm riverside residents.

In a bottom-up approach, the parser can ntakénitial decisions that
‘the river’ is an NP and ‘flows’ is a V. But theh encounters the word
‘harm’. If the system decides that ‘harm’ is a ndben the system will
not succeed in designating a syntactic functioritfi noun as well as the
following nounriverside residentsThese nouns cannot be objects as the
verb flow is not di-transitive. The best decision is thart’ is a verb.
The system then has to revise its initial decisainsut the starting part of
the sentence. The block ‘the river flows’ is an Nfgrm’ is a V and
‘riverside residents’ is an NP.

In a top-down approach, the parser will mdie fupposition that the
sentence has the NP VP form. Then it will looktfor string that matches
the NP requirements. It will make the initial dears that the river
matches these requirements. Yet when it tries &ockefor a string that
matches the VP requirements, it will fail. Thislfiae prompts it to
change the initial decision and take the stiimg river flowsas an NP.
The rest of the sentence will then match the sjpatidons of a VP.

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 58.
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2.1.4.3. Feature-Based Representation

Neither the phrase structure trees nor thekletad strings discussed
above are abstract or comprehensive enough to reagi@mmatical
functions and represent syntactic and semantiaurfest A very good
alternative is the feature-based representatiorclwisan represent all
information needed in the form of attribute-valuairp. For example,
‘category’ is an attribute which can have ‘nourverb’, ‘preposition’,
‘adjective’, ‘adverb’, or ‘determiner’ as a valu&hen the word is a noun
the attribute ‘gender’ is relevant, and it can hasrther ‘feminine’,
‘masculine’ or ‘neuter’ as a valid value. The d&iiiie ‘number’ is also
relevant, and it can have either ‘singular’, ‘duaf’ ‘plural’ as a valid
value. Similarly, when the word is a verb the htite ‘tense’ is relevant,
with either ‘past’, ‘present’ or ‘future’ as a vdlvalue. Thus each word
can have a feature or bundle of features. The &efeatures vary
according to the word category. “Linguistic thesrihich use feature-
based representations often includeadur e theory which, for example,
defines the lists of attributes and their possiues.® Using feature
representation, our sample senteridee’ young boy eats the applean

be represented as follofvs
[cat:sentence
dtr:{
[cat:np, function:subj, num:sing,
dtr:{
[cat:det, function:det, lex:the],
[cat:ad], function:mod, lex:young],
[cat:n, function:head, num:sing, sem:human, ey
1
[cat:vp, function:pred,
dtr:{
[cat:v, function:head, tense:pres, lex:writengtwrote],
[cat:np, function:subj, num:sing,
dtr:{
[cat:det, function:det, lex:the],
[cat:n, function:head, num:plur, sem:edible, lepplas]

1
1]
1]

1 -

Ibid., p. 25.
2 Adapted from W. J. Hutchins and Harold L. Somérs)ntroduction to Machine
Translation London: Academic Press, 1992, p. 26.
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2.1.4.4. Parsing Problems

The process of parsing a sentence into caestitstructures is a
problematic issue. In many instances the categuoaynaeaning of a word
(or even many words) in a sentence cannot be glemfined. Some
words may be assigned to more than one syntadigagy or meaning
according to the context. The parser has to apffigrent methodologies
in order to resolve these lexical ambiguities. Arotproblematic issue
that faces the parser is the syntactic ambiguities. not always clear
which words form which constituents. Again the sece may have
different interpretations, and it is the task o fharser to resolve these
ambiguities in order to arrive at a plausible iptetation of the sentence.
In a human language it is “hard to find words thet not at least two
ways ambiguous, and sentences which are (out déxtprseveral ways
ambiguous are the rule, not the exceptibhi’ the next section | will
explore these problems in more detail.

2.1.4.4.1. Lexical Ambiguity

The first problem which a parser meets wheedawith a word is to
define its grammatical category. Many words in kstgcan be assigned
to more than one category. For example the wWastican have one of
four grammatical categories. It can be an adjectiVeis is a fast cdy an
adverb: The car runs very fassta verb: Muslims fast during Ramadan
and a noun:the fast of RamadanAnother example is the worliight
which can also be assigned to the four categdtieman be a nounthe
light of the suh a verb: They light the candlgan adjective: a light
bag, and an adverb:He travels light The ability to assume different
grammatical categories is not limited to a smadlugr of words. In fact it
iIs a widespread phenomenon in English that “aln@®t noun can
function as a verb®’This can be exemplified by the few examples given
below:

! Doug Arnold, et al.Machine Translation: An Introductory Guigklanchester:
Blackwell, 1994, p. 112.

2W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 85.
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Word AsaNoun AsaVerb
attack The city came under attack during’he enemy attacked us at night.
the night.
attempt We failed in our attempt. | attempted Bvkebut was
stopped.
control Which political party has control | The pressure of steam in the engine
of the town council? is controlled by this button.
function | The function of a chairman is to | The machine won’t function
lead and control meetings. properly if you don't oil it.
heat What is the heat of the water in th&/e’ll heat up some milk for the
swimming pool? coffee.
help If you want any help, just ask me.  Could yeilphme lift this box?
hint There is a hint of summer in the | | hinted to him that | was
air. dissatisfied with his work.
increase | Crime is on increase. The populationisfttwn has
increased.
mistake There were several spelling He’d mistaken the address, and
mistakes in your written work. gone to the wrong house.
paper She papered the room with gregrShe papered the room with green
paper. paper.
position | We can find our position by He positioned himself by the
looking at this map. entrance.
rise a rise in the cost of living The river is ngiafter the rains.
rule It's against the rules to pick up theThe king ruled for 30 years.
ball.
term a medical term The chairman of this parlianient
termed the “speaker”.
use Do you approve of the use of gun¥he company now uses a computer
by the police? to do all its accounts.

Table 6. Examples of words functioning as nouns and verbs'

With some insight in the examples above, we descern that the
categorical ambiguity can be resolved either byeation or textual
context. When the word form acquires a morpholdgid#ection that is
specific for a certain category, then the ambigigtgolved. For example,
when the word is suffixed bygdor -ing, it becomes clear that the word in
guestion is a verb. When this is not available,gaeser has to find clues
in the context to arrive at the category of the dvar question. For
example, when the word is preceded by an artialeor(the) and/or
followed by the prepositiomf then the only valid analysis is that the
word is a noun. However, categorical ambiguity e always so easily
solved, especially when more than one ambiguityfosnd in the
sentence. We have, for example, the sentence:

! Examples fronLongman Active Study Dictiongrigssex: Longman, 1986.
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Talk shows increase time waste.

Each word in the above sentence can be etherb or a noun. No
morphological inflection can resolve the ambiguginceshowscan be
either a plural noun or a third-person singularspré tense verb. No
articles are found to give an indication of theegatry of any word. Only
proper syntactic parsing of the sentence can restil ambiguity and
give increaseas the main verb of the sentence. Before arrianghis
result the system can make several attempts andtraekings.
Statistically speaking, if the system tries to axdtall possibilities, it will
give two interpretations for each word and make tbessible
combinations with other words. In our example weehfive words each
with two possibilities: 2« 2 x 2 x 2 x 2 = 2 = 32. This means that the
system will make 32 different interpretations o tentence; all of them
must be considered by the parser but only oneeshtis accepted as the
correct one. This only gives a hint at the compieaf the issue.

Another type of lexical ambiguity is the pretsl of word meaning
variations. Here a word, within the same part afeg, can have several
different meanings. They are traditionally clagsifinto homographs and
polysemes. Homographs are words which happen te hlbe same
spelling, but have quite different unrelated megsirand may be of
different origins. Some well-known examples of hgmaphs ardankas
a river-side land or a financial body anhllib as a stick or a group of
people. Homographs are usually given separateesnini dictionaries.
Polysemes are words with different, but relatedamnggs, like the words
strike, gameand tie which have different related meanings as shown in
the following list:
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Homographs

hay

it

No. | Word | Category | Meanings
1 bank noun 1  The slope of land adjoining a body of water,
especially adjoining a river, lake, or channel.

2 A business establishment in which money is kept
for saving or commercial purposes.

3 A et of similar or matched things arranged in a
row, especially: a. A set of elevators. b. A row of
keys on a keyboard.

2 rail noun 1  Asteel bar used, usually in pairs, as a track fo
railroad cars or other wheeled vehicles.

2 Any of various marsh birds of the family Rallidae

3 date noun 1  Time stated in terms of the day, month, and yeat.

2  The sweet, edible, oblong or oval fruit of théeda
palm, containing a narrow, hard seed.

4 club noun 1  Astout, heavy stick, usually thicker at one end,
suitable for use as a weapon.

2 A group of people organized for a common
purpose.

5 pile noun 1 A guantity of objects stacked or thrown togeiher
a heap.

2 A heavy beam of timber, concrete, or steel, drive
into the earth as a foundation or support for a
structure.

Polysemes
No. | Word | Category | Meanings
1 strike | noun 1 An attack, especially a military air attack on a
single group of targets.

2 A cessation of work by employees in support of
demands made on their employer, as for higher
or improved conditions.

3 A sudden achievement or valuable discovery.

2 game | noun 1  An activity providing entertainment or amuseme

2 A competitive activity or sport in which players
contend with each other according to a set of rulg

3 Wild animals, birds, or fish hunted for food or
sport.

4  An object of attack, ridicule, or pursuit.

3 tie noun 1  Acord, string, or other means by which somethir
is tied.

2  Something that connects or unites; a lmkilood
tie.

3 A necktie.

9

Table 7. Examples of homographs and polysemes'

! Definitions fromThe American Heritage Dictionary of the English baage 3¢
ed., Boston: Houghton Mifflin Company, 1996.
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The parser in an MT system does not have tkena distinction
between homographs and polysemes. “In MT analysisdgraphy and
polysemy can often be treated alike, since it queastion of identifying
the sense in context of a particular written ‘wotdThe parser’s problem
here is to identify the intended meaning in a gigentext. We can now
look at some sentences:

1. He went to the bank to cash a check.
2. He sat on the bank and looked at the clear water
3. He walked beside the bank.

In order to solve the ambiguity of the wdrankin the first sentence
the system must make use of the semantic propeftigber words in the
sentence likeashandcheck which state that they are related to money
and finance. In the second sentence, the semasticctions of the verb
sitrequire that it take as an object something thatb&arested on. In this
case a big building is excluded and a riversidekbarthosen. The word
water mentioned also in the sentence gives emphasisetahoice. The
third sentence is out of context and ambiguous batla human reader
and an MT system. Clues to solve such ambiguity @adyg be derived
from the general context in which this sentence sad, or the subject
field in which it was mentioned.

2.1.4.4.2. Syntactic Ambiguity

Syntactic ambiguity “arises when there is ménan one way of
analysing the underlying structure of a sentenceraling to the grammar
used in the systenf.”Whereas lexical ambiguity involves possible
different interpretations of a word, structural agulity involves possible
different interpretations of the meaning of the \ehsentence. Structural
ambiguity, however, can be divided into two typesl ambiguity (when
the sentence is ambiguous both for the human readkthe MT parser)
and system ambiguity (when the sentence is ambgtoyuan MT parser
but clear to a human reader).

Language is abundant of real ambiguities, thhen taken out of
context, can be confusing both for a human readéraamachine. Let us
study, for example, the following sentence:

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 87.
2 Ibid., p. 88.
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The girl cleaned the table with a white cloth.

To a human reader this sentence can mearn #ihgirl used a white
cloth to clean the table or the table has a whathand the girl cleaned
it. To the MT parser the PRyith a white clothmay be a constituent of
VP following the re-write rule:

VP — V NP PP
This will generate the following parse tree:
S
K 7
Det N Vv NP PF

Det N P NP
I AN

the girl cleaned the table with ateteloth
Fig. 10. First interpretation of an ambiguous sentence®

The other interpretation is that the RWth a white cloth can be a
constituent of the NP, following the re-write rule:

NP — Det N PP

This will generate the following parse tree:

! Adapted from Tim Willis, “Processing Natural Larmme”, in Peter Roach, ed.,
Computing in Linguistics and Phonetics: IntrodugtéteadingsSan Diego:
Academic Press, 1992, p. 60.
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NP VP
ZANVAN
Def N Y, NP
/N
Det N PF
/N
||: NP
the girl cleaned the table withwlaite cloth

Fig. 11. Second interpretation of an ambiguous sentence®

This sentence gives no clues to solving ikerent ambiguity. In this
case only the general “context will make the meagnoilear, and
sometimes it is simply impossible to resolve an igonby with
certainty.”

Another example that illustrates structuralbaguity is the sentence
introduced by Arnold et &t.

Cleaning fluids can be dangerous.

When a sentence has more than one interpretatiansaid to exhibit a
deep structure ambiguity. Here the same surfaagctate has two
different deep structures. This sentence has tvesible interpretations,
though the first interpretation is less plausilblar the second:

To clean fluids can be dangerous.
Fluids which clean can be dangerous.

In the first interpretationcteaning is a gerund that governs a
complement noun, and in this caskaning is the head of the NP. In the
second interpretatiorcleaning is an adjective modifying a noun, and in

! Adapted from Tim Willis, “Processing Natural Larmge”, in Peter Roach, ed.,
Computing in Linguistics and Phonetics: IntrodugtéteadingsSan Diego:
Academic Press, 1992, p. 60.

2 Ibid., p. 59.

% Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 113.
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this case the noutluids' is the head of the NP. Deciding which word is
the head of the NP affects meaning and also afteetstructure if we use
‘to be’ instead of ‘can’

Cleaning fluids is dangerougléaningis head)
Cleaning fluids are dangeroufiu{dsis head)

The other type of structural ambiguity is thgstem ambiguity.
Sentences of this type are clear to a human rdadeambiguous to an
MT parser. An example of this type is the preposai-phrase
attachment ambiguity, as shown in the followingteroes:

He cut the book with a sharp knife.
He cut the book with a blue cover.

To a human reader, it is clear thatsharp kniféis the instrument
used in cutting. Therefore, the PP is an immediatsstituent of the VP.

VP — V NP PP

In the second sentenae blue covermodifies the noun preceding it.
The PP is an immediate constituent of the NP.

NP — Det N PP

To the machine, however, the two interpreteti@re possible with
each of the two sentences. The parser does not thevekind of
knowledge that makes it understand that a book atahave a sharp
knifé as a modifier, and that‘blue covercannot be an instrument of
cutting. If we want the machine to resolve thisetyld ambiguity and give
a plausible interpretations of such sentences, afplormation should
be added to the grammar so that the false reagirgjécted.” There are
different options for solving ambiguities in an Miiodel according to
Hutching:

1. Using information from semantic features.

2. Using clues from the general context, i.e. cléeasnd in previous
sentences.

3. Using real world knowledge. This is a kind obkiedge added to the
computer to let it know how things are in the adgsivorld.

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 89.
2 Ibid., p. 91.
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4. Using interactive strategy; that is asking tiistam user to mark the
correct choice.

Less plausible options are:

1. Using a default strategy; that is applying aggatization on all sorts of
sentences. For example the computer might assura¢ ah
prepositional phrases are attached to the vertheatoun preceding it.
This can make correct guesses in, say, 60% and falssses in the
other 40%.

2. Leaving the ambiguity as it is hoping that itlvie preserved in the
target language. This is what is termed ‘free ridé‘ee rides are
sometimes used in MT when the target languageesame lexical
or structural ambiguity. Here the system does notd solve it, but
transfers it at it is.

2.2. Transfer

Analysis is concerned with the representatibthe source language
by detecting constituent structures and resolviexjchl and syntactic
ambiguities. Generation is concerned with rendetimgtarget language
output in a grammatically acceptable form. Transéethe interface or
link between the two steps. Transfer “concerns é#pplication of
bilingual rules to the representations which regrdm analysis®. In
transfer all aspects of translational (whether dakior structural)
differences between the source and target languagescaptured.
Transfer starts with the output of the analysissphand ends where the
phase of generation starts. There are three typésamsfer discussed
below: syntactic or structural transfer, lexicarsfer, and morphological
transfer.

2.2.1. Syntactic Transfer

Syntactic transfer provides the rules for @timg source language
parse trees into equivalent target language ttemssa kind of “mappings

! Frank Van Eynde, “Machine Translation and Linguistotivation”, in Frank Van
Eynde, ed.Linguistic Issues in Machine Translatidoondon: Pinter Publishers,
1993, p. 73.
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between the surface structure of sententésXical transfer takes care
of all structural differences between languageansigg:

1. The distribution of subject-verb-object ordeV(H in a sentence.
While English has the structure of SVO, Arabic hhe preferred
structure of VSO. Moreover, Arabic can transposedubject and the
object VOS, and can also front-shift the subjecOSV

2. The interpretation of verb tenses. While Enghsls a variety of tenses
to express aspects (whether the action is comppetegressive, or
habitual), Arabic has only three tenses: presesdt, pand future. To
map other English tenses into Arabic requires the af temporal
adverbials or helping words.

3. The position of adjectives and nouns (whetheraithective precedes or
follows the noun).

4. The determiner system. English determiners dedy the, this, these,
that, andthose The Arabic determiner system is different. It slo®t
have an indefinite article, and (with demonstra)veé makes further
distinction based on the gender of the modifiedmnou

5. The formation of passive sentences. Usuallyptssive has a different
structure than that of the active voice.

6. Modal verbs used to express necessity, obligaability, intention,
desire, and so on. Arabic does not necessarilfhessame system for
expressing the same functions.

7. Negation. Languages usually use different sfrectin negative
sentences as contrasted by affirmative ones.

8. Mood. Lexical structures differ according to rdpavhether it is
declarative, imperative, interrogative, or exclaomat Detailed
mapping of different moods is needed in the tranksé&ween English
and Arabic as the two languages exhibit considerdlfference in the
way they express any of these moods.

Sometimes the mapping between source andt tsegéences requires
little or no change in the target structure, sushtla following two
sentences:

The boy eats the apples.
"al-waladu ya’kulu-t-tuffah.

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 122.
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NP VP NP VP
/NN /NN
Det N \Y NP Det N \Y NP
/\ /N
Del N Del N
the boy eats | the |app|es al  waladu ya’kulu -t|- tufth

Fig. 12. Syntactic transfer

We notice that the output phrase structurelestical to the English
structure. However, other changes to the sentemtde made during the
phase of generation to ensure that the Arabic seatbears the attributes
unique to the Arabic language. The only recommerdeshge here is to
make the verb precede the subject. This permut&itm be made in the
generation phase.

The reason we delayed adjusting the Arabiadvesder of VSO to the
generation phase is that this word order is andlyas a kind of
movement or ‘raising’ in the surface structure arad inherent in the
deep structure of the sentence. Within the framkwbX-bar theory, the
VSO order “is driven at S-structure by raising VItdrhe subject may
also raise to Spec of IP [Inflectional Phrase], chhresults in an SVO
structure.* This movement can be illustrated in the followtreg.

! Abdelkader Fassi Fehissues in the Structure of Arabic Clauses and Words
Dordrecht: Kluwer Academic Publishers, 1993, p. 16.
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AN
AN

A

X
VP
\|/ NP

Fig. 13. V-to-l movement®

With a simple addition to the above senteme=,can make it a little
more complex. Complex sentences require structinahges in the target
language. Let us look at the following example:

The young boy eats the red apples.
ya kulu-I-waladu-s-sagiru-t-tuffaha-l-ahmar.

What we need here is a rule for transferrimgliSh NP into proper
Arabic NP to reflect the position of the adjectteehe noun:

NP NP

AN LN

Del Adj N Det N  Adj

the young boy al walad  sagiru

Fig. 14. Syntactic transfer of an NP

The transfer rules apply to each sub-treehef $tructure until all
constituents are appropriately dealt with. A “colien of tree-to-tree
transformation is applied recursively to the anaslysee of the SL

Y bid.
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sentence in order to construct a TL analysis tte®He tree-to-tree
transformation algorithm is a recursive, top-dowagess in which rules
are applied to all constituent structures until r¢heare no other
untransformed phrases. The transfer for the whadesice will then look
like this:

S

ZIN ~ T

A . V ANP
| | | I

the young boy eats the red apples al waladu sagiru ya'kul al tuffah ahmar
Fig. 15. Syntactic transfer

We notice that the output phrase structutiebgtars much similarity to
the English structure. Some work is still requiredhe Arabic NP, that is
the definite article which precedes the noun musb grecede its
adjective. We need also to swap the verb and subjearrive at the
Arabic preferred sentence structure of VSO. Thisdkof permutation,
however, can be taken care of during the phaseraérgtion.

Another instance that shows how the transférsrshould deal with
differences between English and Arabic NP’s is thecess of
nominalization, such as the following example:

English: NP— Det N PP
Example: the history of the world
Arabic: NP— N NP
Exampletarihu-I-‘alam

Here the Arabic translation of the English Nias a different
constituent structure. However, if the first now modified by an
adjective the equivalent structure in Arabic wifjaen be different from
the first example.

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 122.
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English: NP— Det Adj N PP

Example: the modern history of the world
Arabic: NP— Det N Det Adj PP
Example: at-tarihu-I-haditu li-l-'‘alam

There are other instances when the Arabic twde be further
distanced from the English tree. For example wihenEnglish sentence
contains the verls as a copula.

The flower is beautiful.
"az-zahratu gamilah.

AN s N

K Aux  AdjP K AdjP
Del N Adj Del N Adj
the flower is beautiful '‘az zahratu  gamilah

Fig. 16. Syntactic transfer

However, if we use the past form of the veréis or werg a verb
(kana) will be needed in Arabic.

Another type of sentences that exhibit diffees between English
and Arabic structures is the passive. The Engledsipe is composed of
beand the past participle form of the verb, and thec is moved to the
position of the subject. In contrast, the Arabisgee is made by a
different morphological form of the verb and alt&time case marking on
the object.

The boy was hit.
duriba-l-waladu.

The formation of the negative in English exisibas well, structural
differences between English and Arabic. Englishatigg sentences can
have different forms:

1. Usingnot after the copulbe
The boy is not happy.
2. Usingnot after the auxiliary:
The boy has not gone to school.
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3. Using a form ofdo and not and changing the main verb into the
infinitive:
He did not play.
4. Usingno before the noun:
The boy gave no attention to the idea.
5. Usingnever
He never wakes up early.

Some of the Arabic rules for negation are:

1. Using laisa in subject-predicate sentences and changing tke ca
marking for the predicate:

Laisa-I-waladu sa‘idan.

2. Usingla with present tense sentences:
|a yadhabu-l-waladu 'ila-I-madrasati

3. Usinglan with future tense sentences:
lan yadhaba-I-waladu ’ila-I-madrasati.

4. Usingma with past tense sentences:

ma dahaba-Il-waladu ’ila-I-madrasati.

Mapping English negative structures into thealAc negative
structures is the job of detailed and exhaustiaasfier rules. Another
possible alternative is only to mark the senterséagative’ and leave
the transformation for the generation phase whidhtake care of the
necessary changes.

2.2.2. Lexical Transfer

Lexical transfer means “the replacement obaree lexical item by a
target lexical item? The hypothetical ideal world for the transfer of
lexical items from a source language into a talgeguage is that each
source word has only one equivalent target words Thn be the case
only in technical documents where unified termiggias used. A unified
terminology, which uses one-to-one correspondenses/es both in
consistency and clearance of concepts. This is WAy proved very

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 113.
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useful and successful in the translation of tecdn@ocuments. An
example of this is the terminology of computer term

English Arabic
printer tabi‘ah
monitor sasah
compact disk qgurs mudmag

Table 8. Transfer of technical terms

In everyday language, however, this is seldbencase. We are met
with words which can assume a variety of meanirgd have said in
discussing the problems of homographs and polyseAfésr deciding
the intended meaning in the context the system tooktthe word up in
the multilingual lexical database to get the prapanslation of the word.

Sometimes an MT system meets a lexical transfegblem whenever
faced by a translational ambiguity. This type ofoegnity occurs when a
source language word can be translated by two oe navget language
words. The source word itself is not ambiguous, thé& ambiguity
emanates from the fact that the target languagekbrdown the concept
into different concepts. This represents the onRedny translation
problem as exemplified by the following instances:

English Arabic

dates balah (fresh)
rutab (ripe)
tamr (dry)

old ‘aguz (with animate objects)
gadim (with inanimate objects)

Table 9. One-to-many lexical transfer

We notice here that the variety of translatidor each word is not
because each source word is polysemous, but beadusenceptual
translational ambiguity. This problem arises “wha&rsingle ‘concept’
represented by one word in one language correspmndsnumber of
concepts, and hence words, in another languad®é English culture
has one concept for dates while the Arabic culwoaceives them in
many different ways. These conceptual differenaes “eeflections of

! Ibid., p. 101.
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environmental or cultural differencésbetween societies. The general
trend in human and machine translation is to tedasthe word by a
default equivalent in the target language unlestmtext provides clues
that indicate otherwise.

By contrast, there may be a variety of conrc@pthe source language
represented by different words; yet they are reghrals one concept in
the target language. This represents the many<oease. This is not,
however, a problem in translation as they arerafidlated by the same
word.

English Arabic
hire / rent yasta’gir
pigeon / dove hamamah
library / bookshop maktabah
snow / sleet / slush / hail / blizzard galid

Table 10. Many-to-onelexical transfer

The above examples show some conceptual elftess between
English and Arabic. In English there are differamtincepts for the
temporary use of service or property for a feeefhar for some time for a
regular payment (rent). From the perspective of bArathese two
concepts are regarded the same. Another examplehwapresents the
environmental differences between the Arabic spepkiociety and the
English one is represented by the variety of Ehghsrds for snow.

2.2.3. Morphological Transfer

In an MT transfer process mapping is not mbdeveen inflected
lexical items because this will mean that monoladgmorphological
components of the source and target languagesnaogporated in the
transfer component. This, of course, will be a bigden beyond the
capacity of the transfer module. This will also late the modularity
principle in programming. This principle statesttaaig process, such as
translation, be divided among different, separatand at the same time
integrated -- components. In an ideal MT systeamdfer is carried out at
the uninflected lexical items. In our tree, all lattions expressing
grammatical functions are removed and expresseigadare notations.

! Ibid., p. 102.
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For the sentenc& he boy eats the applethe complete transfer structure
will look like this:

S S
tns=pres =
/md—d< :> trﬂ?j:%fcs
NP VP NP/\VP
fun=subj fun=pred fun=subj fun=pred

Kg A N A
f thtf N fllm heiy\ Det fun= head
un=qtl - fun=head 'ex=€a fun=qtf  fun= headlex- akala

lex=the  num= =sg

= lex=al num=sg
|Se>—(5m fun qtf fun= head sex=m fun qtf fun= head
ex=boy lex=the num=pl lex=walad lex=al num=pl
sex=n
e sex=f
lex=apple lex=tuffahah

Fig. 17. Morphological transfer

Some abbreviations are used in this modeptoposes of simplicity
and brevity. Please see the list of abbreviatidnthe beginning of this
thesis.

All words in the above transfer model are exed in their uninflected
forms. Nouns are all in the singular and verbshim infinitive. Number
and gender markings of nouns are given as featdiresch noun, and the
tense is given as a feature of the whole senteff@eammatical
information such as tense and number has ... beeseghagp to the
highest appropriate nodé.The gender of a noun may differ from one
language to the other. As we notice in the exartipgeEnglishappleis
neuter while the Arabicuffahah is feminine. The analysis here is deeper
than in the previous models and so the transfempler as it does not
have to worry about morphological problems. Tranafées are primarily
concerned with structural changes between the temieaces. The
generation component will look after the transfatiora of the output
structure into a grammatically and morphologicadigceptable target
sentence.

! lbid., p. 111.
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2.3. Generation of the Target Language

The last step in the translation process esgéneration of the target
language input. Generation “is the process of dagivlinguistic
expressions whose meanings correspond to somenafimnal structure
used as input™It takes as input the structures and lexical itenasluced
from the transfer phase, and then produces watkdd; grammatically
accepted target language sentences. The genetoess “involves
only target language information and operates iaddpntly of the
source text?

Generation was considered by earlier linguasis MT engineers as a
simple, straight-forward process. They did not givs process the same
attention as that given to either analysis or fem3 herefore, the output
mostly had a rigid and mechanical style. Yet theswhas changed. As
MT translation is judged by the quality of its outpresearchers began to
underscore the importance of generation. It is nowlerstood that a
“good MT system must be able to appreciate the cemmof the word
choices in the target language (TL) and the integathat are invited by
alternative syntactic phrasing$A low quality translation is one which
bears a lot of the syntactic and lexical charasties of the source
language. This is what translators used to labelitasal translation’.
Therefore, the quality of input can be greatly fineed by making the
generation component of an MT system produce seasethat carry little
characteristics of the source language.

Generation takes the representation produgedabsfer as input and

produces the target language sentences. This grecesually split into
two components: syntactic generation and morphoédgeneration.

2.3.1. Syntactic Generation

The input from transfer is a deep-structupgesentation of the target
language. The tree is labeled with features thdicate whether the

! Arturo Truijillo, Translation Engines: Techniques for Machine Tratista London:
Springer, 1999, p. 111.

2 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 132.

% David D. McDonald, “Natural language generatioomplexities and techniques”, in
Sergei Nirenburg, edMachine Translation: Theoretical and methodologissiues
Cambridge: Cambridge University Press, 1987, p222
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sentence is active or passive, negative or affiu@atindicative,
interrogative, imperative or exclamatory. The sghta generation
component uses transformational rules to convestdipep structure “into
an ordered surface-structure tree, with appropfaielling of the leaves
with target language grammatical functions anduiest The basic task
of syntactic generation is to order constituentgha correct sequence for
the target language.”

For example, in our English-Arabic contextthé sentence is labeled
‘interrogative’ in the deep structure representgtidhe generation
component will choose the appropriate question viwrrabic (whether
man, mada, kaifa, lima, hal, etc.) and rearrange the constituents according
to the Arabic word order in interrogative sentencksa sentence is
marked ‘passive’ the generation component will lahe verb with the
feature ‘passive’ and assign the ‘nominative cdsature to the object.
The realization of these features by choosing tgbt rmorphological
forms of the words will come later in the morphot@y generation phase.

The syntactic generation component will caoyt all changes
required by the target lexical items. As words @cbjonto the syntax,
they require a different environment from thatlof source sentence. For
example, compare the following English sentence dsd Arabic
translation:

The student keeps the book.
at-talibu yahtafizu bi-I-kitab.

We notice here that while the English verlefketakes a direct object,
the Arabic verb yaptafiziz takes a prepositional phrase. The syntactic
module will handle this modification and assign #y@ropriate case to
the prepositional object.

Another task of the syntactic generation congmd is “the distribution
of number and gender information to relevant teahimodes.? It must
ensure in Arabic that the adjectives agree in nurabd gender with the
noun they modify, verbs agree with subject noumsh@uns agree with
the nouns they refer to, demonstratives and relgironouns also agree
with the referent nouns. When information neededafgreement is not

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 133.
2 Ibid., p. 134.
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provided during analysis and transfer, the germratiomponent must
adequately supply this information.

2.3.2. Morphological Generation

The morphological generation module “interpretrings of labeled
lexical items for output as target sententesfter all constituents are
assigned appropriate features, the morphologicaluleocombines these
features to produce the suitable inflected fornthefwords. For example,
the Arabic verbakala (to eat) may be assigned the features [passive +
past + 3 person + feminine + single]. The verb combinechveill these
features will be rendered askilat. Similarly, the verbgahaba (to go)
with the features [indicative + present ¥ Berson + male + plural] will
be rendered agaghahin.

It must be noted that the morphological getr@macomponent must be
sensitive to word case. Arabic has a relative meedn deciding the
position of subject and object; it can have theeordSO or VOS. The
lexical function is known by case marking. The daling two sentences
have more or less the same meaning:

daraba-lI-mudarrisu-t-taliba.
hit the teacher (NOM) the student (ACC)
The teacher hit the student.

daraba-t-taliba-I-mudarrisu.
hit the student (ACC) the teacher (NOM)
The teacher hit the student.

Case marking is the primary indicator of thendtion of each
constituent. Case is realized as a word endingedaio inflection of the
word.

Besides case the system must be sensitiveragular forms. The
regular rule in Arabic masculine plural nouns ig tuffixation of the
morpheme-ian (sometime-in, according to case). Yet, there is a large
number of irregular forms, as contrasted in theWihg examples:

[mudarris + plural + nominative] smudarristina
[mudarris + plural + accusative] mudarrisina

[talib + plural + nominative] fullabun
[talib + plural + accusative] wllaban

! Ibid., p. 133.
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ANALYSIS

The only thing that distinguishes nominative anduaative forms of the
irregular plural nounw/ab is a diacritic case marking at the end of the
word, usually ignored in modern writing.

The following figure represents the basic psses and components of

an MT system. It summarizes all steps which a solmoguages text
goes through until the equivalent target text mdpiced.

TRANSFER

Syntactic .| Lexical
Transfer "| Transfer
A

A 4

Representation
of TL Structur

Representation
of SL Structur

Bilingual
Lexical DB

A

A\ 4
Syntactic
Generation

Syntactic |,_—"

Analysis
A

A 4

Morphological

Morphological

Analysis [T

Generation
A

A 4
/SLText/ /TLText/

Fig. 18. Configuration of atransfer MT system
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Chapter Three
The Agreement Feature

3.1. Definition

Agreement (sometimes referred to as concerdgfined as “a relation
between words that share a morphosyntactic featutemore elaborate
definition is the “correspondence in gender, numhlm&se or person
between wordsIt is a grammatical relationship between two eletse
which requires one element (the target) to havestrmae specifications
for gender, number, case, person, or definitenasshat of another
element (the controller). A target is said to agnath a controller when
all or some of the agreement specifications arkzesh The controller is
defined as “the referent or head noun which setweontrol the feature
specification of the agreeing term or targeThe target is the word that
carries these features.

The agreement relationship is seen by songuibits as a kind of
syntactic linkage between words or phrases. Whencamstituents are in
agreement with each other this means that these‘tie that cuts across
hierarchical structuréto link these elements together. No matter how far
the constituents from each other, if this specrldge exists, they must
share the specified features.

The agreement relation between elements 1$ Isg&koutsoudass a
special kind of co-occurrence relation. When we #Hat element X
agrees with element Y, this means that “whicheveangnatical
categories are a property of Y are also a propdr¥/ whenever X and Y
occur in the same well-specifiable positioAsThis definition, however,
IS not precise because the claim that agreementiresq that all
grammatical categories which are a property ofé&aso a property of X
IS not consistent with reality. Even in the examgilen by Koutsoudas,

! P. H. MatthewsSyntax Cambridge: Cambridge University Press, 19814p. 2

2 Definition from The American Heritage Dictionary of the English baage 3% ed.,
Houghton Mifflin Company, 1996.

3 Reima Al-Jarf, “Grammatical agreement errors ifL2ltranslations. IRAL:
International Review of Applied Linguistics in Larage Teaching38.1, 2000, 1-15.
* Charles F. HocketfA Course in Modern Linguisticdlew York: The Macmillan
Company,1958, p. 214.

® Andreas Koutsoudasyriting Transformational Grammars: An IntroductioNew
York: McGraw-Hill, 1966, p. 131.

75



“the girl runs quickly, we see that the verb shares the grammatical
categories of person and number with the subjetthdt gender. A better
definition would be to say that: an element is greement relationship
with another element when one or more grammatieaégories are
shared by the two elements when they “occur in samkk-specifiable
positions.”

Agreement rules are “rigid and well defineddaeasy to code in a
feature-based formalism.”In order to implement this formalism, “a
feature callechgr , whose value is a bundle representing the catégory
person, number, and gender, is added to the relesagories® For
example, the agreement feature notation for theegea:

He speaks English.

can be represented as follows:

(he[ agr =x, number =sg, person=3")
(speal agr =x, nunber=sg, person=3"]) (English)

However, despite the fact that agreement rues rigid and
straightforward, many agreement problems arisenduanslation. This
is due to the fact that agreement plays considgiabder roles in some
languages than others.

Agreement as a unique grammatical relationstupt be differentiated
from both government and dependency relations. Some linguists may
think that there is a relation between agreement government and
dependency, such as Hutchins who states thatstibeces of agreement
relations lie in the governor in a dependency i@babr in the head of a
phrase structure’”The government theory states that each constituent
within the sentence is composed of a head elenmeht@mplements. The
head is the noun in an NP, the preposition in atl®Yerb in a VP, etc.

In a dependency theory relations in a sentencedefiaed in terms of
governor and dependents as in the following model:

The young boy likes the red apples.

! Manny Rayner, et al., edhe Spoken Language Translgt@ambridge:
Cambridge University Press, 2000, p. 16.

2 Ibid., p.178.

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 17.
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likes

boy apples

NN

the young the red

Fig. 19. Dependency tree

Agreement, however, is distinguished form gowgent in that “the
term ‘government’ is traditional only when the bduterm marks a
complement of the word which selects itAgreement, by contrast,
displays a relationship beyond that of the head andplement.
Regarding dependency, “it appears that agreemdotvk the direction
of dependency when the dependent is a modifierdat@rminer... but is
the opposite” elsewhere. In the above tree, whereas the verhes
governor and the subject is governed in the depwydmodel, it is the
other way round in the agreement model.

A controller can be either a head noun orannghrase, while a target
can be an article, adjective, verb, demonstrativenqun, relative
pronoun, or anaphoric pronoun. An agreement ercours when there is
“a mismatch in number, gender, case, or persondsstvthe subject and
verb, adjective and modified noun, demonstrativel dread noun,
anaphoric or relative pronoun and anteced&fitierefore, we can list the
types of agreement as in the following section.

! p. H. MatthewsSyntax Cambridge: Cambridge University Press, 198148. 2
2 -
Ibid., p. 250.
3 Reima Al-Jarf, “Grammatical agreement errors ifL2ltranslations. IRAL:
International Review of Applied Linguistics in Larage Teaching38.1, 2000, 1-15.
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3.2. Types of Agreement

In this section | will investigate the congénhts (targets or controllees)
that display agreement relationship with other atuwents (controllers). |
will draw on examples from English, Arabic and FrlenExamples from
French are meant to bring more contrasts in omehed more light on
the effect of agreement on the morphology and symwifasentences.
French morphology is far richer than that of Erglend so agreement
behavior in French is more perceptible.

3.2.1. Article-Noun Agreement

An example for article-noun agreement candumd in French where
definite and indefinite articles are marked both dender and number
and are strictly required to agree with the noway tmodify.

le gargcon la fille
the boy the girl
les garcons les filles
the boys the girls
un gargon une fille
a boy a girl
des garcons des filles
boys girls

Here the gender and number of the controfjargon/fille), which is
the head noun, affects the choice of the articlet. We notice that when
the noun is plural the definite and indefinite @ddas are marked for
number but not for gender. Moreover, the Frenchbiemsystem does not
include dual.

In English, the indefinite articles agree witle nouns they modify in
number. If the nouns are singular, they are pretégdhe article, but if
they are plural, they are preceded by an emptyley®.

a boy
boys

This type of agreement, however, disappeatisardefinite articlethe
which is not marked for number and precedes batgusar and plural
nouns.

the boy
the boys
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This type has no example in Arabic, which bafy one unmarked
definite article, al-, and no indefinite article at all.

walad "al-walad
a boy the boy
"awlad "al-"awlad
boys the boys

3.2.2. Adgective-Noun Agreement

This type of agreement is not found in Englignabic, however,
requires that the adjectives agree in number, gendse and definiteness
with the head nouns.

at-talibu-I-mugtahidu

the diligent (m, sg) the student (m, sg)
at-talibatu-lI-mugtahidatu

the diligent (f, sg) the student (f, sg)
at-talibani-I-mugtahidani

the diligent (m, dl) the students (m, dl)
at-talibatani-lI-mugdtahidatani

the diligent (f, dl) the students (f, dl)
at-tullabu-lI-mugdtahidiina

the diligent (m, pl) the students (m, pl)
at-talibatu-l-mugtahidatu

the diligent (f, pl) the students (f, pl)

In agreement, definiteness has a role to [iayone of the features of
agreement between adjectives and the nouns theyymtd Arabic, a
noun may or may not have an article... But if thembas one so must
an attributive adjective™This is termed “agreement in definitenésatid
can be shown by the following examples:

baitun sagirun
house small
a small house

"al-baitu-s-sagiru
the house the small
the small house

1 P. H. MatthewsSyntax Cambridge: Cambridge University Press, 19814. 1
2 Joseph H. Greenberg, “Gender Markers”, in JosepBreenberg, edUniversals of
Human LanguageStanford, California: Stanford University Pre878, p. 50.
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French also requires that the adjective agreeumber and gender
with the head noun.

le petit garcon la petite fille

the young boy the young girl
les petits garcons les petites filles
the young boys the young girls

We notice, however, that the agreement systefnench adjectives is
not as complicated as that in Arabic, since Frehels no case or
definiteness agreement.

3.2.3. Verb-Subgect Agreement

This type of agreement is found in many lamggsa yet the degree of
agreement varies considerably. The English verbemgwith the subject
only in person and number. When the subject isird ferson singular
and the tense is present, the verb is marked Wixisgf -s or -es In any
other case the verb is not marked.

French shows a more complex system in verbemgent. The verb has
to agree with the subject in number and person.

je vais. Nous alons.
| go. We go.

Tu va. Vous alez.
You go. You (pl) go.
Il vien. lls vonts.

He goes. They (m) go.
Elle vien. Elles vonts.
She goes. They (f) go.

Arabic shows yet a more complex system in vagbeement than
French as the verb agrees with the subject in peraomber, and gender.

"ana adhabu.
| go (m/f).

nahnu nadhabu.
We go (m/f).

"anta tadhabu. "anti tadhabina.
You (m, sg) go (m, sg). You (f, sg) go (f, sg).

"antuma tadhabani.
You (m/f, dl) go (m/f, dI).
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"antum tadhabiina.
You (m, pl) go (m, pl).

huwa yadhabu.
He goes.

huma yadhabani.
They (m, dl) go (m, dl).

hum yadhabuna.
They (m, pl) go (m, pl).

"antunna tadhabna.
You (f, pl) go (f, pl).
hiya tadhabu.
She goes.

huma tadhabani.
They (m, dl) go (m, dl).

hunna yadhabna.
They (f, pl) go (f, pl).

Here we have 13 different forms of the verlthe present tense to
express the agreement with the subject. A similamiver of forms will
be produced when the tense is changed into theapdghe passive (with
transitive verbs). Agreement shows itself to beocavgrful element in
Arabic grammar, and it also accounts for the comipleof the Arabic
morphological system.

3.2.4. Demonstrative-Noun Agreement

English demonstrative pronouns agree withrthe@ad nouns in
number.

this boy this girl
these boys these girls
that boy that girl
those boys those girls

French has a larger set of demonstrativeslfil the requirement for
agreement in number and gender.

ce garcon cette fille
this boy this girl
ces garcons ces filles
these boys these girls

Arabic demonstrative pronouns show greateruirements for
agreement as they agree with their head noun irbaurfincluding the
dual), gender, and case.

hada-l-waladu
this (m, sg, NOM) boy (NOM)

! Case has an overt word ending only with the deeda@hstrative pronounsigani
andhsatani, elsewhere, it is covert, i.e. not shown by anliekpword ending.
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hadihi-I-bintu

this (f, sg, NOM) girl (NOM)
hadani-lI-waladan

these (m, dl, NOM) boys (NOM)
hadaini-l-waladaini

these (m, dl, ACC/GEN) boys (ACC/GEN)
hatani-I-bintan

these (f, dl, NOM) girls (NOM)
hataini-I-bintaini

these (f, dl, ACC/GEN) girls (ACC/GEN)

ha'ula’i-l-’'awladu
these (m/f, pl, NOM) boys (NOM)
ha'ula’ i-I-banatu
these (m/f, pl, NOM) girls (NOM)

3.2.5. Relative Pronoun-Antecedent Agreement

English relative pronouns agree with their anten&lén gender but
not in number. The relative pronoun is marked amhen the antecedent
Is non-human. Elsewhere, it has the same form.

the boy who plays
the girl who plays
the cat which plays

French relative pronouns do not have any ageeé requirements,
whether in number or gender. There is only the ahdetweergui and
que according to the case of the word in the sentdmdesther it is
subject, object, or object of preposition).

la fille qui rit
the girl who laughs

la fille que j'aime
the girl whom I love

la fille & que je parle
the girl to whom | talk

Arabic relative pronouns, in contrast, agrath wheir controllers in
number, gender and case.

"al-waladu-I-ladi yal ‘abu
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the boy (NOM) who (m, sg, NONtplays
"al-bintu-I-lati tal‘abu

the girl (NOM) who (m, sg, NOM) plays
"al-waladani-I-ladani yal abani

the boys (dI, NOM) who (m, dI, NOM) play
"al-waladaini-I-ladaini yal abani

the boys (dl, ACC/GEN) who (m, dl, ACC/GEN) play
"al-bintani-I-latani tal ‘abani

the girls (dl, NOM) who (f, dl, NOM) play
"al-bintaini-I-lataini tal'abani

the girls (dl, ACC/GEN) who (f, dl, ACC/GEN) play
"al-"awladu-I-ladina yal ‘abina

the boys (pl, NOM) who (m, pl, NOM) play
"al-banatu-I-1atT (or ’al-1a’1) yal ‘abna

the girls (pl, NOM) who (f, pl, NOM) play

3.2.6. Anaphora-Antecedent Agreement

Anaphoric pronouns include reflexives, reciprocalpossessive
anaphor[s]? and pronominals.

English reflexives and possessives agree wWithir antecedent
controllers in gender, number, and person.

| eatmy food.

You eatyour food.
He eatshis food.
She eatsher food.
It eatsitsfood.

We eatour food.
They eattheir food.

Arabic reflexives and possessives also agidetieir antecedents in
gender, number (singular, dual, or plural) and @ers
"ana 'akulu ta‘ami.
| eat my food.

! Case has an overt word ending only with the deiative pronouns/-adaniandal-
latani, elsewhere, it is covert, i.e. not shown by anliexpvord ending.

2 Ellen Woolford, “More on the Anaphor Agreementdsft’, Linguistic Inquiry 30.2,
1999, 257-287, p. 274.
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nahnu na’kulu ta‘’amana.
We eat our food.

"anta ta kulu ta‘amaka.
You (m, sg) eat your (m, sg) food.

"anti ta’kulina ta‘amaki.
You (f, sg) eat your (f, sg) food.

‘antuma ta’kulani ta‘amakuma.
You (m/f, dl) eat your (m/f, dl) food.

"antum ta’kultna ta‘amakum.
You (m, pl) eat your (m, pl) food.

‘antunna ta’kulna ta‘amakunna.
You (f, pl) eat your (f, pl) food.

huwa ya’kulu ta‘amahu.
He eats his food.

hiya ta’kulu ta‘amaha.

She eats her food.

huma ya’kulani ta’amahuma.

They (m, dl) eat their (m/f, dl) food.
huma ta’kulani ta’amahuma.

They (f, dl) eat their (m/f, dl) food.

hum ya’kuldina ta'amahum.
They (m, pl) eat their (m, pl) food.

hunna ya’kulna ta‘amahunna.
They (f, pl) eat their (f, pl) food.

3.2.7. Predicate-Subgect Agreement

In French, the predicative adjectives and maisi (adjectives and NPs
that come after the copula) agree with the subjeoumber and gender.
The following French sentences show agreement legivilee predicate
(the target) and subject (the controller) in nundosat gender.

Il est petit. lls sont petits.

He is young. They (m) are young.

Elle est petite. Elles sont petites.

She is young. They (f) are young.

Il est un étudiant. lls sont des étudiants.

He is a student. They (m) are students.
Elle est une étudiante. Elles sont des étudiantes.
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She is a student.

They (f) are students.

The following Arabic sentences also show ages® between the
predicate and subject in number and gender.

huwa karimun.
He is generous.

huma karimani.

They (m, dl) are generous.

hum kurama'u.

They (m, pl) are generous.

huwa talibun.

He is a student.

huma talibani.

They (m, dl) are students.

hum tullabun.
They (m, pl) are students.

hiya karimatun.
She is generous.

huma karimatani.
They (f, dl) are generous.

hunna karimatun.
They (f, pl) are generous.

hiya talibatun.

She is a student.

huma talibatani.

They (f, dl) are students.

hunna talibatun.
They (f, pl) are students.

English adjectives are not marked for numbegender and so the

predicative adjective does not agree with its subjédowever,
must agree in number with theject of its

predicate nominal ...
clause®.

They are scientists.
* They are a scientist.

a

3.2.8. Coordinated Word-Antecedent Agreement

In Arabic all words joined by a coordinating congtion must agree
only in case. This appears when coordinated waels@uns.

"al-bintu wa-I-"awladu yuhibbina-t-tuffah.
The girl (NOM) and the boys (NOM) like apples.

With pronouns, agreement does not appearcaseamarking, because
pronouns have fixed forms and are not overtly mafke case.

huwa wa hiya yuhibbani-t-tuffah.

He and she like apples.

! Usama Mohamed Soltan, “A Contrastive and Compar@iyntactic Analysis of
Deletion Phenomena in English and Standard Arahigpublished dissertation, Ain

Shams University, 1996, p. 108.
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English, in contrast, shows agreement onlymthe coordinated word
IS a pronoun.

They andl are teachers.
They invitedthem andme.

3.2.9. Targets with Double Controllers

French possessive anaphors have double denttol'hey agree with
their antecedent in person only, and they agrek thig¢ following head
noun in gender and number.

Il marche avec son frere.
He walks with his brother.

Il marche avec ses freres.
He walks with his brothers.

Il marche avec sa soeur.
He walks with his sister.

Il marche avec ses soeurs.
He walks with his sisters.

Arabic includes a class of adjectives whicls ld@uble controllers.
They are called causative adjectives an-natu-s-sababiyy which
describe something or somebody related to the headh. These
adjectives are always singular. They agree withts noun in case and
definiteness, and with the following noun in gendely".

hada waladun karimun "ahiihu.
This boy (NOM) generous (m, sg, NOM) his brother.
This is a boy whose brother is generous.

hada waladun karimatun "ubtuhu.
This boy (NOM) generous (f, sg, NOM) his sister.
This is a boy whose sister is generous.

ra’aitu-lI-’awlada-I-karima ‘ihwatuhum.

| saw the boys (ACC) the generous (m, sg, ACCiy threthers.
| saw the boys whose brothers are generous.
ra’aitu-lI-’awlada-l-karimata "abawatuhum.

| saw the boys (ACC) the generous (f, sg, ACCirthisters.

| saw the boys whose sisters are generous.

L YGsuf Al-Hammadi, et al.,A/-Qawa ‘idu-I- Asdsiyyatu fi-n-Napwi wa-s- sarf [Basic Rules of
Syntax and Morphology], Cairo: General AuthorityNditional Publishing Houses,
1992, p. 136.
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English, by contrast, does not show this yfagreement.

3.2.10. Anti-agreement

By anti-agreement | mean that the target tédkesopposite features of
the controller. This type is found in Arabic caimumbers and has two
forms: anti-agreement in gender and anti-agreemanimber.

Arabic cardinal numbers (from 3 to 10) whidkegede the head nouns
show anti-agreement in gender. The rule for gemsléhat “masculine
numbers are used with nouns whose singular is famirand feminine
numbers are used with nouns whose singular is riasc¢t The number
takes a gender opposite to that of the base fortimeoioun, as the gender
of non-human masculine nouns changes to the femimnthe plural
form, such as:

kitab kutub
book (m, sg) books (f, pl)

The numbers from 3 through 9 have the oppagteder of the noun
when occurring alone as well as in the units (=3, 5, 7, 13, 35, 67).
The following table shows examples:

No. | Masculine Number Feminine Number

3 talatu banat talatatu "awlad
three girls three boys

4 "arba’u banat ‘arba’atu "awlad
four girls four boys

5 bamsu banat hamsatu "awlad
five girls five boys

! Raja T. NasrThe Structure of Arabic: From Sound to SenteBesrut: Librairie du
Liban, 1967, p. 121.
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6 sittu banat sittatu "awlad
Six girls six boys

7 sab’u banat sab‘atu "awlad
seven girls seven boys

8 tamani banat tamaniyatu "awlad
eight qgirls eight boys

9 tis'u banat tis'atu "awlad
nine girls nine boys

10 | ‘asru banat ‘asratu "awlad
ten girls ten boys

Table 11. Gender anti-agreement

The Arabic cardinal numbers from 11 and absivew anti-agreement
in number. While the cardinal number is evidentlyral, the head noun
Is always singular, in contrast with the numberth®ugh 9 where the
head noun is always plural.

In the cardinal numbers 11 and 12, both elésnehthe number, i.e.
elements in the units and the tens, agree witihélael noun in gender.

No. | 1¥ Part m. / 2" part m. 1% Part f. / 2" part f.

11 | 'ahada ‘asara waladan 'ihda "asrata bintan
eleven boy eleven girl

12 | ’itna "asara waladan 'itnata ‘asSrata bintan
twelve boy twelve girl

Table 12. Number anti-agreement

In the numbers 13 through 19, the first elemieas the opposite
gender while the second element positively agreegeinder with the

head noun. The head noun is again invariably sargul
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No. | 1¥ Part m. / 2" part f. 1% Part f. / 2" part m.

13 | talata ‘asrata bintan talatata ‘asara waladan
thirteen girl thirteen boy

14 | 'arba‘a "asrata bintan ‘arba’ata ‘asara waladan
forteen qirl forteen boy

15 | hamsa ‘asrata bintan bamsata ‘aSara waladan
fifteen girl fifteen boy

16 | sitta ‘aSrata bintan sittata "asara waladan
sixteen girl sixteen boy

17 | sab‘a "aSrata bintan sab‘ata ‘aSara waladan
seventeen girl seventeen boy

18 | tamaniya ‘aSrata bintan tamaniyata ‘asara waladan
eighteen girl eighteen boy

19 |tis'a "asrata bintan tis'ata "aSara waladan
nineteen girl nineteen boy

Table 13. Gender and number anti-agreement

The numbers from 20 and above have no gemdited variations.
However, whenever the numbers 1 and 2 are in tlts, uhey agree in
gender with the head noun, and whenever the nundbim®ugh 9 are in
the units they take the opposite gender. The head s always singular.
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Chapter Four
Agreement and Cross-Language
Redundancies

Agreement is a cohesive element in the seatestaicture which
relates constituents to each other. However, theeagent system differs
greatly from one language to the other, a mattat tequires a lot of
attention during translation. In this section |Ivakplain the agreement
system in standard Arabic (SA) and in English itade

4.1. Agreement in Arabic

Agreement is a very powerful feature in Aralfttandard Arabic is
“an agreement language, with a rich and complexemgent system”
that interacts with different syntactic elementsheT diversity of
inflections in Arabic morphology is due in greattsao the requirements
of agreement. The Arabic language has thirteereagzat features in five
grammatical categories distributed as follows:

|. Agreement in gender (masculine, and feminine)

ll. Agreement in number (singular, dual, and plural

lll. Agreement in definiteness (definite, and ind&€)

IVV. Agreement in case (nominative, accusative, geitive)

V. Agreement in person (first person, second peraod third person)

4.1.1. Agreement Categories

4.1.1.1. Gender

Gender is the system by which a language sgpeethe natural or
grammatical sex of objects. Natural sex means #taral classification
of animate objects into males and females suchmas/womanand
horse/mare Grammatical sex means the lexical classificabbrwords
into feminine and masculine regardless of theiurastsex, such as the
Arabic wordskitab (book, masculine)ktrrasah (notebook, feminine). The
importance of gender stems from the fact that aufnbelonging to a

! Abdelkader Fassi Fehissues in the Structure of Arabic Clauses and Words
Dordrecht: Kluwer Academic Publishers, 1993, p. xi.
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particular gender determines the choice among aotedlternative
“agreeing” forms ... of morphemes or worlisThe way gender triggers
agreement is interesting. We notice that languaglasch employ
grammatical gender, like Arabic and French, makedgerelated
agreement more than languages which have no gracamngénder, like
English.

Arabic gender has two features: feminine arabauline. Basically,
“gender in Arabic is grammatical, not naturalTherefore all Arabic
nouns (whether singular, dual or plural; humanam-human; animate or
inanimate) are classified according to gender iféminine and
masculine. “Every noun in SA is either masculindemninine’.

Nouns, with regard to gender marking, can hbmadily divided into
animate (whose gender is natural) and inanimateogehgender is
grammatical). The default unmarked form of the atamnouns is the
masculine. In most cases the feminine can be dkifiven a masculine
stem by attaching a feminine morpheme to the enbeotvord:

qitt gittah

cat (m) cat (f)

talib talibah
student (m) student (f)
mudarris mudarrisah
teacher (m) teacher (f)

Sometimes the feminine is not derived from esculine but has a
completely different form:

walad bint

boy (m) girl (f)
ragul ‘imra’ah
man (m) woman (f)
dik dagagah
cock (m) chicken (f)

! Joseph H. Greenberg, “Gender Markers”, in JosepBrienberg, edUniversals of
Human LanguageStanford, California: Stanford University Pre3878, p. 49.

%2 Raja T. NasrThe Structure of Arabic: From Sound to SenteBegrut: Librairie du
Liban, 1967, p. 100.

3 Reima Al-Jarf, “Grammatical agreement errors ifL2ltranslations. IRAL:
International Review of Applied Linguistics in Larage Teaching38.1, 2000, 1-15.
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The animate nouns can be further classifigd lmuman and non-
human nouns. Human nouns preserve their gendengualar, dual, and
plural forms.

talib taliban tullab

student (m, sg) students (m, dl) students (m, pl)
talibah talibatan talibat

student (f, sg) students (f, dl) students (f, pl)

Non-human nouns, in contrast, preserve themdgr in singular and
dual forms only. In the plural form, they invarigllake the feminine
gender.

qit qittan qitat

cat (m) cats (m, dI) cats (f, pl)
dik dikan diydk

cock (m) cocks (m, dl) cocks (f, pl)

The inanimate nouns can be either masculinefearinine. The
feminine is not derived from the masculine nor dibdsmve a masculine
counterpart. The gender of inanimate nouns is densd a lexical
property of the word. For each inanimate noun,diotionary specifies
whether it is masculine or feminine.

gamar sams

moon (m) sun (f)

kitab kurrasah
book (m) notebook (f)
hagar sahrah

stone (m) rock (f)

Like animate, non-human nouns, the grammagjeabler of inanimate
nouns is preserved in singular and dual forms,they are invariably
feminine when they are changed into the plural form

kitab kitaban kutub
book (m) books (m, dl) books (f, pl)
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4.1.1.2. Number

Number is the system by which a language @sntte singularity,
duality, or plurality of objects. Arabic number htsee features: singular,
dual, and plural. The singular means ‘one’, thel dusans ‘two’ and the
plural means “more than twb'The default unmarked form of the noun is
the singular; the dual and the plural are derivednfthe singular. The
dual is formed by suffixing a morphemeaA or -ain depending on the
case) to the stem noun whether it is designatingiam) non-human,
animate, non-animate, feminine or masculine objects

mudarris mudarrisan
teacher (m) teachers (m, dl)
mudarrisah mudarrisatan
teacher (f) teachers (f, dl)
kalb kalban

dog (m) dogs (m, dl)
kalbah kalbatan

dog (f) dogs (f, dl)

kitab kitaban

book (m) books (m, dl)
kurrasah kurrasatan
notebook (f) notebooks (f, dl)

The plural of human feminine nouns is invaaibrmed by suffixing
the regular feminine pluramorpheme+it) to the word stem.

mudarrisah mudarrisat
teacher (f) teachers (f, pl)
talibah talibat

student (f) students (f, pl)

For non-human feminine nouns, the plural canfdrmed either by
suffixing the regular feminine plural morphemétj to the word stem, or
it can have a special irregular fotm

baqgarah baqgarat baqgar
cow (f) cows Cows

! Abbas Hasamn-Naawu--Wafi [Comprehensive Grammar], "14d., Cairo, Egypt:
Dar Al-Ma‘arif, 1999, p. 137.

2 Called by Arabic grammariangam u-l-mu’annathu-s-salim (or sound feminine
plural).

3 Called by Arabic grammariangam‘u taksir (or broken plural).
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The plural of human masculine nouns is soneginiormed by
suffixing the regular masculine plutahorpheme 4in or -in depending
on the word case).

mudarris mudarrisun
teacher teachers
muhandis muhandia
engineer engineers

In other cases, it has an irregular plural form.

talib tullab
student students
tabib atibba’
physician physicians

For non-human masculine nouns, the pluredrimed by changing the
word form.

dik diyuk
cock cocks
kitab kutub
book books

It must be noted that some exceptions mayt elasg the borderlines
of the rules mentioned above. Moreover, Arabicudek a class of nouns
which has no singular variant.

nas
people
nisa’
women

! Called by Arabic grammariangam ‘u-I-mudakkari-s-salim (or sound masculine
plural).
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4.1.1.3. Definiteness

Definiteness is the system by which a languaypresses the
speaker’s and hearer’s familiarity or unfamiliantyth the object spoken
about. Definiteness has two features: definite ardkfinite. Arabic
indefinite nouns are introduced with the bare famithout using any
article. The definite article in Arabic ial- which is similar to the English
article the The Arabic definite article may be realized asisit or
“assimilated in the word it is connected withdepending on the initial
consonant of the word. When it is assimilated thend /I/ is realized as a
gemination of the first consonant of the word thecke is attached to.
Assimilation occurs when the noun begins with affiythe following
letters:t, t, d, d, r, z, s, 8, s, d, t, z | andn. In all other cases it is
pronounced as it is and not assimilated.

Examples of clear al:

"al-gamar "al-kitab
the moon the book
"al-bab "al-ma’

the door the water

Examples of assimilatedal:

"as-Sams "at-tariq

the sun the road
‘as-sama’ ‘an-nas

the sky the people

4.1.1.4. Case

Case is wusually realized as a word ending tinglicates the
grammatical functional relationship of a word orrgde to other
constituents of the sentence. Arabic case has thmaief features:
nominative, accusative, and genitive. Case mayebézed as an overt
word ending, or it may be covert with no appardfgat on the word.

! Raja T. NasrThe Structure of Arabic: From Sound to SenteBesrut: Librairie du
Liban, 1967, p. 181.

% There is a fourth case in Arabic caljedm (jussive), which affects only verbs in
certain contexts.
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The nominative (NOM) case applies, most ngtaiol the subject, and

can be realized as for the singular;an for the dual, andin for the
plural.

ga’a-lI-mudarrisu.
came the teacher (sg, NOM)
The teacher came.

ga’a-lI-mudarrisani.

came the teachers (dl, NOM)
The teachers came.
ga’a-lI-mudarrisina.

came the teachers (pl, NOM)
The teachers came.

The accusative (ACC) case applies, among dkiegs, to the object,

and can be realized as for the singular;an for the dual, andin for the
plural.

ra’aitu-l-mudarrisa.

saw | the teacher (sg, ACC)
| saw the teacher.

ra aitu-I-mudarrisaini.

saw | the teachers (dI, ACC)
| saw the teachers.

ra’aitu-lI-mudarrisina.
saw | the teachers (pl, ACC)
| saw the teachers.

The genitive (GEN) case applies, among othiags, to the object of

preposition, and can be realized-iafor the singular;an for the dual, and
-in for the plural.
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dahabtu 'ila-I-mudarrisi.
went | to the teacher (sg, GEN)
| went to the teacher.

dahabtu 'ila-I-mudarrisaini.
went | to the teachers (dl, GEN)
| went to the teachers.

dahabtu 'ila-lI-mudarrisina.
went | to the teachers (pl, GEN)
| went to the teachers.



In the accusative and genitive cases therexseptions in classes of
nouns such as the regular feminine plural, diptaians, and the five
nouns.

4.1.1.5. Person

Person is the system by which a language exprabseslifferent
speech acts of speaker, hearer, and other. Theoymosystem is not
universally unified, but varies from one languagenhother, some using
more or less personal pronouns than others. Thisatvm can be
explained in terms of the “roles in the speech thaet each language
considers to be of sufficient importance to mark ebgeparate lexical

form”3,

Personal pronouns universally have three featdirst person, second
person and third person. Arabic person is expressedhe list of
pronouns in the language. Arabic uses 12 diffelexictal items to cover
18 personal pronouns.

Person | Gender Singular Dual | Plural

First Mas.culllne 'anG nahnu
Feminine

Second Mas.culllne ’antg ' antums ’antum
Feminine anti antunna

Third Masculine huwa huma3 hum
Feminine hiya hunna

Table 14. Arabic pronoun system

In his interesting study of personal pronoungrani classified the
personal pronoun systems of the world languagesrding to their
person roles, ignoring the features of gender aiseé.cOn Ingram’s scale,
Arabic is representédas an eight-person system, with the following
structure:

! In Arabical-mamm’ mina-s-sarf (nouns barred from complete inflection).
% In Arabic ai- asma u-I-pamsah (they areabd, apd, hamda, fa, and da).
% David Ingram, “Personal Pronouns”, in Joseph HeeBberg, edlniversals of
Human LanguageStanford, California: Stanford University Pres878, p. 215.
4 (1t

Ibid., p. 213.
® bid., p. 244.
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I we
thou you-2 you
he they-2 they

Table 15. Arabic pronoun system according to Ingram

This means that Arabic has a dual numberHerpronounshou (i.e.
"anta, the dual Arabic pronoun isntuma) and he (i.e. Auwa, the dual
Arabic pronoun i$iuma) but no dual for the pronoun

4.1.2. Agreement Degrees

In the previous chapter | discussed ten tygfesgreement. Standard
Arabic has all types except the first one, i.eicEtnoun agreement.
Some types require more agreement features thaatliees. So, in this
chapter | will make a classification according lte tlegree of agreement
required.

4.1.2.1. Agreement in Gender, Number,
Definiteness, and Case

This is the largest number of agreement feattinat can be combined
together. It is realized only in adjectives wheaythmodify a noun of a
human referent. In this case adjectives must agrienouns in gender,
number, definiteness, and case.

"al-mudiru-n-nagihu

the manager (m, sg, NOM) the successful (m, sg, NOM
the successful manager

"al-mudiratu-n-nagihatu

the manager (f, sg, NOM) the successful (f, sg, NOM
the successful manager

"al-mudirani-n-nagihani

the managers (m, dl, NOM) the successful (m, dIMJO
the successful managers

"al-mudiratani-n-nagihatani

the managers (f, dl, NOM) the successful (f, dI,N)O
the successful managers

"al-mudirlina-n-nagdihdna

the managers (m, pl, NOM) the successful (m, pIMJO
the successful managers
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"al-mudiratu-n-nagihatu
the managers (f, pl, NOM) the successful (f, pl,N)O
the successful managers

As we notice here, adjectives agree with tbans they modify in
gender (masculine [m] or feminine [f]), number (gikar [sg], dual [dI],
or plural [pl]), definiteness (definite or indefie) and case (nominative
[NOM], accusative [ACC], or genitive [GEN]). Thiseans that if we
expanded our example to make account for otheinlpgessases, we shall
have 14 variations as listed below. Moreover, thisiber can be doubled
when considering removing the definite article freath.

1. 'an-nagihu (m,sg,NOM) 9. ’an-nagihatani (f,dl,NOM)
2. 'an-nagiha (m,sg,ACC) 10. ’an-nagdihataini
3. ’an-nagihi (m,sg,GEN) (f,dl,ACC/GEN)
4. an-nagihatu (f,sg,NOM) 11. an-nagihdna (m,pl,NOM)
5. ’an-nagdihata (f,sg,ACC) 12.’an-nagihina (m,pl,ACC/GEN)
6. 'an-nagdihati (f,sg,GEN)
13.’an-nagihatu (f,pl,NOM)
7. an-nagdihani (m,dl,NOM) 14.’an-nagihati (f,dl, ACC/GEN)
8. 'an-nagihaini (m,dl,ACC/GEN)

However, if the head noun is a “broken pluodl a non-human
referent, the target is feminin€and singular. This means that the target,
I.e. the adjective, will not agree in number witte tcontroller, i.e. the
head noun.

"al-kutubu-I-mufdatu
the books (f, pl, NOM) the useful (f, sg, NOM)
the useful books

4.1.2.2. Agreement in Gender, Number, and Person

This degree of agreement is realized in tweesain verb-subject
agreement and in the agreement of anaphoric pro(wloether reflexive
or possessive) with the antecedent.

a. Verb-Subject Agreement

! Reima Al-Jarf, “Grammatical agreement errors ifL21translations. IRAL:
International Review of Applied Linguistics in Larage Teaching38.1, 2000, 1-15.
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When the target is a verb and the controiem subject and the verb
follows the subject then the verb must agree with the subject in gend
number, and person (first, second, or third).

‘ana asrabu
| drink (m/f)

nahnu nasrabu
we drink (m/f)

"anta tasrabu "anti tasrabina
you (m, sg) drink (m, sg) you (f, sg) drink (&)s

‘antuma tasrabani
you (m/f, dl) drink (m/f, dI)

"antum tasrabiina "antunna tasrabna
you (m, pl) drink (m, pl) you (f, pl) drink (f,Ip
huwa yasrabu hiya tasrabu

he drinks she drinks

huma yasrabani huma tasrabani

they (m, dl) drink (m, dl) they (f, dl) drink (€I)
hum yaSrabiina hunna yasrabna

they (m, pl) drink (m, pl) they (f, pl) drink (pl)

Even when the verb tense is changed into th& pr the voice
changed into the passive or the mood changed ihto jussive
(imperative), the same agreement degree is required

If the subject consists of two or more congmirNPs, the verb must
still agree with them in number and gender. If domjoined NPs have
different genders, the verb takes the masculinedgenwhich is also
considered the default unmarked gender.

fatimah wa salma dahabata 'ila-I-madrasati
Faimah and Salmwent (f, dl) to school.

ahmad wa mahmud dahaba ’ila-I-madrasati
Ahmad and Mamad went (m, dl) to school.

"al-waladu wa-I-bintu dahaba ’ila-I-madrasati
The boy and the girl went (m, dl) to school.

"al-’awladu wa-l-banatu dahabi ’ila-I-madrasati
The boys and the girls went (m, pl) to school.

! This structure is known in Arabic grammar as tbenmal sentence, which consists
of a subject and a predicate.
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A complete picture of the morphological vaastof the Arabic verb
can be drawn by the following table. It shows hosvbs in Arabic are
inflected to accommodate gender, number, and peagm@ement.
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Person Preterit | Present Passive (Past) Passive (Present) Imperative

‘ana darabtu &y | adribu &yl | duribtu &y | 'udrabu &yl

[1]

nahnu darabna L& ya | nadribu &g | duribna i yia | nudrabu & gl

[we]

‘anta darabta &Yy | tadribu Ca_pzab | duribta iy | tudrabu Lyl | idrib G pal
[you (m,sg)]

"anti darabti <y | tadribina Ol | duribti <y | tudrabina O pad | idribi (2]
[you (f,s9)]

‘antuma darabtuma LY ya | tadribani ol i’ | duribtuma Ly ya | tudrabani Ol sl | idriba L _pzal
[you (m/f,dl)]

"antum darabtum A2y | tadribdna Ol | duribtum A%y | tudrabiina Osinad | idribd ) g3 pucal
[you (m,pl)]

‘antunna darabtunna Oy | tadribna (nwal | duribtunna Oy | tudrabna Ol | idribna Cp_pal
[you (f,p) i

huwa daraba < _pa | yadribu iy | duriba G | yudrabu O yay

[he]

hiya darabat &y | tadribu Gz | duribat Uy | tudrabu Gyl

[she]

huma (m.) daraba Ly | yadribani oLy | duriba L | yudrabani b )

[they (dI)]

huma (f.) darabata i ya | tadribani oyl | duribata Ly | tudrabani Ol pal

[they (dI)]

hum darabi | sy | yadriblina Osian | duribd | o | yudrabiina Oy

[they (m.pl)] ,

hunna darabna Cn = | yadribna Cro-ay | duribna s | yudrabna CHean

[they (f,pl)]

! Adapted from Raja T.
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Nasfhe Structure of Arabic: From Sound to SenteBegrut: Librairie du Liban, 1967, p. 77.




b. Reflexive Pronoun-Antecedent Agreement

Arabic reflexive pronouns agree with their em@dents in gender,
number, and person.

"ana "uhibbu nafsi.
| love myself.

nahnu nuhibbu anfusana.
We love ourselves.

"anta tuhibbu nafsaka.
You (m, sg) love yourself (m, sg).

"anti tuhibbina nafsaki.
You (f, sg) love yourself (f, sg).

"antuma tuhibbani nafsaikuma.
You (m/f, dl) love yourselves (m/f, dI).

"antum tuhibbiina anfusakum.
You (m, pl) love yourselves (m, pl).

"antunna tuhbibna anfusakunna.
You (f, pl) love yourselves (f, pl).

huwa yuhibbu nafsahu.
He loves himself.

hiya tuhibbu nafsaha.
She loves herself.

huma yuhibbani nafsaihima.
They (m, dl) love themselves (m/f, dI).

huma tuhibbani nafsaihima.
They (f, dl) read their (m/f, dl) book.

hum yuhibbtina anfusahum.
They (m, pl) love themselves (m, pl).

hunna yuhbibna anfusahunna.
They (f, pl) love themselves (f, pl).

c. Possessive Pronoun-Antecedent Agreement

Arabic possessive pronominals agree with theiecedents in gender,
number, and person.

‘ana 'agra’u kitabr.
| read my book.

nahnu nagra’u kitabana.
We read our book.
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"anta tagra’u kitabaka.

You (m, sg) read your (m, sg) book.
"anti tagra’ina kitabaki.

You (f, sg) read your (f, sg) book.

"‘antuma tagra’ani kitabakuma.
You (m/f, dl) read your (m/f, dl) book.

"antum tagra’Gna kitabakum.
You (m, pl) read your (m, pl) book.

"antunna tagra’na kitabakunna.
You (f, pl) read your (f, pl) book.

huwa yagra’u kitabahu.
He reads his book.

hiya tagra’u kitabaha.

She reads her book.

huma yaqgra’ani kitabahuma.

They (m, dl) read their (m, dl) book.
huma tagra’ani kitabahuma.

They (f, dl) read their (f, dl) book.

hum yagra’tina kitabahum.
They (m, pl) read their (m, pl) book.

hunna yagra’'na kitabahunna.
They (f, pl) read their (f, pl) book.

4.1.2.3. Agreement in Gender, Number, and Case

This is the most common degree of agreemdnts Ifound in
demonstrative pronoun-noun and relative pronoupsemtitent agreement.

a. Demonstrative Pronoun-Noun Agreement

Demonstratives agree with the head nouns mdee(masculine or
feminine), number (singular, dual, or plural) andse& (nominative,
accusative, or genitive), whether they refer torrmedar objects. It must
be noted that with demonstrative pronouns, casdwiays covert except
in the dual.

Near
hada-Il-waladu
this (m, sg, NOM) boy (m, sg, NOM)
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hadihi-I-bintu

this (f, sg, NOM) girl (f, sg, NOM)

hadani*-I-waladani

these (m, dl, NOM) boys (m, dl, NOM)

hataniI-bintani

these (f, dl, NOM) girls (f, dl, NOM)

ha uld’i-I-’awladu

these (m/f, pl, NOM) boys (m, pl, NOM)

ha’ula’i--banatu

these (m/f, pl, NOM) girls (f, pl, NOM)
Far

dalika-I-waladu
that (m, sg, NOM) boy (m, sg, NOM)

tilka-I-bintu
this (f, sg, NOM) girl (f, sg, NOM)

danika®-l-waladani
those (m, dl, NOM) boys (m, dl, NOM)

tanika*-I-bintani
those (f, dl, NOM) girls (f, dl, NOM)

‘ula’ika-l-"awladu
those (m/f, pl, NOM) boys (m, pl, NOM)

"ula’ika-I-banatu
those (m/f, pl, NOM) girls (f, pl, NOM)
b. Relative Pronoun-Antecedent Agreement

Relative Pronouns agree with their antecedarngender, number, and
case. Case is covert in all relative pronouns exoeghe dual.

"al-waladu-I-ladi yal ‘abu

the boy (m, sg, NOM) who (m, sg, NOM) plays
"al-bintu-I-lat tal ‘abu

the girl (f, sg, NOM) who (f, sg, NOM) plays
"al-waladani-I-ladani5 yal abani

the boys (m, dl, NOM) who (m, dl, NOM) play

! In the accusative and genitiviedani becomesiagaini.

2 In the accusative and genitivetsn/ becomeshataini

% In the accusative and genitiv@nika becomesainika.

“ In the accusative and genitiw@ika becomegainika.

® In the accusative and genitiw&lagsn becomess/-lagaini.
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"al-bintani-l-latani’ tal ‘abani

the girls (f, dl, NOM) who (f, dl, NOM) play
"al-"awladu-I-ladina yal‘abina

the boys (m, pl, NOM) who (m, pl, NOM) play
"al-banatu-I-1at tal‘abna

the girls (f, pl, NOM) who (f, pl, NOM) play

The non-human plural head nouns have singuiaminine
demonstrative and relative pronouns.
hadihi-I-diyuk
This (f, sg) cocks
"al-diyuku-I-lati
The cocks which (f, sg)

The Arabic relative pronoun system also inekitlvo pronouns which
are not marked either for gender or number. Theynzan (similar to
English who) for humans andna (similar to Englishwhich) for non-
humans.

4.1.2.4. Agreement in Gender and Number

When a noun or an adjective is used as a gatit agrees with its
subject in gender and number.

Predicative Nominals

huwa tabibun.

He (m, sg) is a physician (m, sg).
hiya tabibatun.

She (f, sg) is a physician (f, sg).
huma tabibani.

They (m, dl) are physicians (m, dI).

! In the accusative and genitiwe/atan/ becomesal-lataini.
2 Or al-banatu-I-15 .
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huma tabibatani.
They (f, dl) are physicians (f, dl).

hum atibba’un.
They (m, pl) are physicians (m, pl).

hunna tabibatun.
They (f, pl) are physicians (f, pl).

Predicative Adjectives

huwa karimun.
He (m, sg) is generous (m, sQ).

hiya karimatun.

She (f, sg) is generous (f, sg).
huma karimani.

They (m, dl) are generous (m, dI).
huma karimatani.

They (f, dl) are generous (f, dl).
hum kurama'u.

They (m, pl) are generous (m, pl).

hunna karimatun.
They (f, pl) are generous (f, pl).

Arabic uses different rules of agreement inmparatives and
superlativel In the comparative form, the adjective does mpea with
the subject, but has the default form of mascuding singular.

"al-waladu afdalu min ahihi.
The boy is better (m, sg) than his brother.

"al-bintu afdalu min uhtiha.
The girl is better (m, sg) than her sister.

"al-’awladu afdalu min ihwatihim.
The boys are better (m, sg) than their brothers.

"al-banatu afdalu min ahawatihinna.
The girls are better (m, sg) than their sisters.

In the superlative form, when the adjectiveused predicatively, it
agrees with the subject in number and gender.

! The rules related to the comparative and the fatper are adapted frovtisuf Al-
Hammadi, et al., Al-Qawa idu-I- Asasiyyatu fi-n-Nahwi wa-s- sarf[Basic Rules of Syntax
and Morphology], Cairo: General Authority of NatariPublishing Houses, 1992, pp.
216-217.
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hada-I-waladu huwa-I-"afdalu.

This boy (m, sg) is the best (m, sg).
hadihi-I-bintu hiya-I-fudla.

This girl (f, sg) is the best (f, sg).
hadani-l-waladani huma-I-"afdalani.
These boys (m, dl) are the best (m, dI).
hatani-I-bintani huma-I-fudliani.

These girls (f, dl) are the best (f, dl).

ha'uld’i-I-"'awladu humu-I-’afdaltina.
These boys (m, pl) are the best (m, pl).

ha’ula’i-I-banatu hunna-I-fudlayatu.
These girls (f, pl) are the best (f, pl).

When the superlative is used attributivele. ithe superlative is
followed by a definite noun (modified by the defiarticle- al), then
the two options are available: agreement in nunded gender, and
having the default form of masculine and singulbthaough.

hada-l-waladu huwa "afdalu-t-tullabi.

This boy (m, sg) is the best (m, sg) student.
hadihi-I-bintu hiya fudla/ afdalu-t-talibati.

This girl (f, sg) is the best (f, sg)/best (m, sg)dent.
hadani-I-waladani huma ’afdala/’ afdalu-t-tullabi.

These boys (m, dl) are the best (m, dl)/best nsaidents.
hatani-I-bintani huma fudlaya/ afdalu-t-talibati.

These girls (f, dl) are the best (f, dl)/best gm) students.

ha’'uld’i-I-"awladu hum ’afdald/’ afdalu-t-tullabi.
These boys (m, pl) are the best (m, pl)/best ghsaidents.

ha'ula’i-I-banatu hunna fudlayatu/ afdalu-t-talibati.
These girls (f, pl) are the best (f, pl)/best gm) students.

If the noun following the superlative, howevisrnot preceded by the
definite article- @/, it must be masculine and singular in all cases.

4.1.2.5. Agreement in Gender Only

Arabic has a relatively free word order. It daawve SVO (a/-waladu
akala-t-tuffahata. the boy ate the apple), VSQukala-/-waladu-t-tuffahata:
ate the boy the apple), OVSf-tuffahata ‘akalaha-I-waladu. the apple ate
the boy) and VOS ‘bkala-t-tuffahata-l-waladu. ate the apple the boy).
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The preferred word order, however, is VSOwimch case the verb
agrees with the subject in gender only.

Sariba-I-waladu-I-labana. Saribati-I-bintu-I-labana.

drank (m) the boy the milk. hit (f) the girl the milk.

The boy drank the milk. The girl drank the milk.
Sariba-l-waladani-I-labana. Saribati-I-bintani-I-labana.
drank (m) the boys (dl) the milk. drank (f) the girls (dl) the milk.
The boys drank the milk. The girls drank the milk.
Sariba-I-"awladu-I-labana. Saribati-I-banatu-I-labana.
drank (m) the boys (pl) the milk. drank (f) the girls (pl) the milk.
The boys drank the milk. The girls drank the milk.

If the subject consists of two conjoined Nig, verb agrees in gender
with the first NP, i.e. the NP that immediatelylfols the verb.

dahaba-I-waladu wa-I-bintu ’ila-I-madrasati.
went (m, sg) the boy and the girl to the school.
The boy and the girl went to school.

dahabati-I-bintu wa-I-waladu ’ila-I-madrasati.
went (f, sg) the girl and the boy to the school.
The girl and the boy went to school.

4.1.2.6. Agreement in Case Only

Agreement in case only is realized in coortloma When a word or
phrase is used after a coordinating conjunctiosh{saswa [and] or au
[or]) it must agree with its antecedent in case.etivar nominative
(NOM), accusative (ACC), or genitive (GEN).

"al-waladu wa-I-bintu yal abani.
The boy (NOM) and the girl (NOM) play.

ra’aitu-l-walada wa-I-binta.
| saw the boy (ACC) and the girl (ACC).

dahabtu ’ila-l-waladi wa-I-binti.
| went to the boy (GEN) and the girl (GEN).

4.2. Agreement in English
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The agreement system in English is less diveisand less varied
than the Arabic system. Agreement in English isyMenited both in
features and types.

4.2.1. Agreement Categories

4.2.1.1. Gender

Gender has three features: feminine, masculineneater. There are
nouns that can be classified as feminine suctvasan girl, andaunt
nouns that can be classified as masculine suahaass boy, and uncle
and nouns that can be classified as neuter suct,akg,andstone

However, the major bulk of English nouns canbe classified
according to gender. Words such stedent doctor, engineer, fighter,
player, teacheretc. are common nouns and cannot be classifiedthes e
masculine, feminine, or neuter. These nouns arardedg by some
linguists as having a “commohfjender because they refer to either sex.
They have “duaf® gender specifications as they can be referreditio w
the pronourheor she

Grammatical gender requires that nouns, a$ asladjectives, be
inflected to indicate whether they are masculie&jifiine, or neuter. This
kind of inflection is not found in English. Englisifioes not make the
broad classification of nouns according to genget it has some lexical
items which refer to male, female, or sexless nouns

In English there is a clear and close “conoactbetween the
biological category ‘sex’ and the grammatical catgggender™. This
leads us to the assumption that nouns in the Hndgisguage are not
marked for gender, or as Palmer puts it: “Engligls mo gender’”
Therefore, the male-female pairs of words (suchmas/womanand
boy/girl) are marked for “sex, not genderThe features attached to such
words are lexical features denoting sex rather tframmatical features

1 J. C. Nesfield and F. T. Wookllanual of English Grammar and Compositjon
London: Macmillian, 1964, p. 24.
2 Randolph Quirk and Sidney Greenbaukriniversity Grammar of Englistarlow,
Essex: Longman, 1973, p. 90.
3 Ibid., p. 89.
:Frank PalmerGrammar Middlesex: Penguin Books, 1971, p. 189.

Ibid.
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denoting gender. | will continue, however, to speddout gender in
English, while, in fact, referring to this sex distion.

A further distinction in English is betweennger-specific nouns and
common-gender nouhsGender-specific nouns denote either male or
female entities such dmisbandwife, fathermother,andman/womanBy
contrast common-gender nouns apply to either seh sas spouse,
parent,andperson

The suffix-essis used in some nouns to make male-female digimct
such as in prince/princess, waiter/waitress, actor/actress,
ambassador/ambassadreasd sculpturer/sculptressThis may give the
illusion that English marks nouns for gender. TiBisot true, however,
firstly because the suffix is not generically usath all nouns (we cannot
say *directoressor *doctores}) and secondly because there is a great
tendency to use the unmarked form of the noun eithh sexes.
Therefore the suffix is considered as “a mattededfivation, but not of
grammatical gender.”

Since gender is eliminated in English, it doed mark adjectives
according to the gender of the noun they modifyt thie adjectiveblond
Is usually used with an additional endirggwhen it is used to modify a
feminine noun. This, however, does not break tle firstly because this
IS not a generic process of all English adjectivse;ondly, the word’s
origin is French, a language which marks adjecta@sording to gender;
and thirdly, the unmarked form can be used freely doth male and
female nouns.

The pronoun system in English reflects theirt§on between male,
female, and sexless objects. Plamer divides nooosrding to the way
they can be referred to into seven types as showheifollowing tabl&

1 C. E. Eckersley and J. M. EckersldyComprehensive English Gramm&ssex:
Longman, 1960, p. 42.

2 Frank PalmerGrammar Middlesex: Penguin Books, 1971, p. 189.

% Ibid., pp. 189-190.
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No. Possible Sex(s) Examples Referring Pronoun(s)
1 male only man, boy, king he
2 female only woman, girl, queen she
3 neuter only rock, chair, tree it
4 male or female student, teacher, | he/she
player

5 male or neuter stallion, bull, ram he/it
6 female or neuter mare, Cow, ewe shelit
7 male, female, or | horse, sheep, cat he/she/it

neuter

Table 17. English gender distribution

Some words such aanmay be referred to dse moonreferred to as
she mechanical things such aBip, plangandhovercraftare referred to
asshe names of countries such Bgypt, France, Germanynd Britain
are usually referred to ahe This, however, does not indicate that the
English nouns are marked for gender. First, theategories can
indifferently be referred to as. Second, “these are very few in number
(and we should not wish to build a grammatical gatg on a few
examples).”

4.2.1.2. Number

English number has two features: singular @ndal. In contrast with
the Arabic number system, English does not makeeaial designation
for dual. The default unmarked form of English neisthe singular. The
plural is formed either by the suffixation of as morpheme (such as
boy/boys, wish/wishes, study/studesdwife/wive$; or by changing the
word form (such asnan/men, mouse/micand thesis/thesgs or even
without any change at alsljeep/shedpAccording to Palméy there are
four conditions for regular plural nouns:

1. They have singular forms:cats/cat, students/studentand

children/child
2. They are used with plural ver@he students have arrived
3. They are used with numeratisree children
4. They are used with plural demonstratitbese cats

! Ibid., p. 190.
2 Ibid., pp. 191-192.
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Some categories of nouns are exceptionally corsidplural while they
do not meet the full plural requirements:

- Some nouns are always in the plural form and hewvasingular form,
despite the fact that they indicate a single objsuth asscissors
shears and trousers These nouns are “semantically singular but
syntactically plural.”* These words occur with plural verbs and plural
demonstrativesThese trousers are longut they cannot be used with
numerals: *three scissorsinstead, we have to sathree pairs of
scissors.

- The wordpoliceis an anomalous plural noun. It has no singulemfdt
takes a plural verThe police have caught the murderér.Yet the
word does not occur with numeratsthree police and does not occur
with plural demonstratived:these police

- The wordgpeopleandcattle have no singular form, but they function as
plurals in all other respectdlost people like traveling; three people;
these people.

Singular nouns can also be defined by expigithe environment in
which they occur. There are four conditions fogsilar nouns:

1. They have plural formgat/cats student/studentgndchild/children
2. They are used with singular verbbte student has arrived

3. They can be used with indefinite artickesn or the wordone a child;
an egg; one gitl Moreover, they cannot occur without an article,
whether definite or indefiniteA boy went awagyor: The boy went
away, but not: *Boy went away

4. They are used with singular demonstrativeis: cat

Some categories of nouns are considered singut do not meet the
full singular requirements:

- The category of uncountable nouns (such basad butter, and
information) has no plural form. They take singular verbs, doitnot
occur with the indefinite articla or an: * a bread They can also occur
without any articleButter is imported from abroad

! Alan Munn, “First Conjunct Agreement: Against a@$al Analysis”Linguistic
Inquiry, 30.4, 1999, 643-669, p. 645.

% Longman Dictionary of English Language and Culfuesex, England: Longman,
1992, p. 1017.
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- The category of collective nouns includes wordghs as team
committee,and group. These nouns may be used with a plural verb:
The team have wor with a singular verbfhe team has wohey,
however, must be referred to with a singular derratige pronoun:
this team

4.2.1.3. Case

English case has five featuresiominative, accusative, dative,
genitive, and vocative. Nominative is the casehaf subject of a finite
verb such aghe boyin The boy smilesAccusative is the case of the
direct object such a$ootball in He plays footballor the object of
preposition such aschoolin He went to schooDative is the case of the
indirect object such a%ohnin | gave the book to Johr&enitive is the
case denoting the possessor or owner sucBaae’sin Jane’s book
Vocative is the case denoting the person beingaadddressed such as
boyin Come in, boy

Case is supposed to make a change of forimeodvbrds. This is true
with pronouns, but with other nouns it is only thenitive case which is
indicated by a word-ending, while “the other cakase lost their case-
endings, and are indicated only by grammaticatioeld?

4.2.1.4. Person

English person has three features: first, second, third person.
English uses seven lexical items to cover 18 places

1 C. E. Eckersley and J. M. EckersldyComprehensive English Gramm&ssex:
Longman, 1960, p. 45.

2J. C. Nesfield and F. T. Woollanual of English Grammar and Compositjon
London: Macmillian, 1964, p. 30.
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Person Gender Singular Plural
First Masc_:u_line | We
Feminine
Neuter
Second Masculine
Feminine You
Neuter
Third Masculine He
Feminine She They
Neuter It
Table 18. English pronoun system

On Ingram’s scale of personal pronouns, Engbshepresented as a
five-person systemwith the following structure:

I we
thou
he they
Table 19. English pronoun system accor ding to Ingram

This means that English has no dual numbeg. gronounghou (the
English word isyou) is not marked for number as it can be used bath f
the singular and the plural.

4.2.2. Agreement Degrees

Now | will classify agreement in English acdmg to the degree of
agreement required as follows:

4.2.2.1. Agreement in Number, Gender, and Person

Only two types of anaphors require this level ofeggnent: reflexive
pronouns and possessive anaphors (or possessactiaes).

! David Ingram, “Personal Pronouns”, in Joseph HeeBberg, edlniversals of
Human LanguageStanford, California: Stanford University Pres878, p. 243.
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a. Reflexive Pronoun-Antecedent Agreement

The reflexive pronoun must agree with its eetient in number:
whether singular or plural; gender: whether fengnimasculine, or
neuter; and person: whether first, second, or {hencon.

I depend on myseglf

You, depend on yourself
You, depend on yourselves
He depends on himself

She depends on herself

It; depends on itself

We depend on ourselves
They depend on themselves

In the above examples the reflexive pronoumd their antecedent
pronouns are co-indexed to indicate that they éerte the same object.

b. Possessive Adj ective-Antecedent Agreement

Possessive pronominals agree with their ad&sds in number,
gender, and person.

I depend on myfather.

You, depend on youfather.
He depends on higather.
She depends on hgiather.
It depends on it$ather.

We depend on oufather.
They depend on theifather.

The difference between possessive pronomireaisl reflexive
pronouns is that reflexives must have their antesenh the same domain
and cannot have external reference. By contrasgtgsss/e pronominals
can have external antecedents.

He depends on hgfather.
She depends on hjdather.

We notice in the above examples that the iegs@ft the pronouns and
possessive pronouns do not match. This is bechagealb not co-refer to
the same person.
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4.2.2.2. Agreement in Number and Person

This degree of agreement is realized in Ehgtisly in verb-subject
agreement. English verb agrees with the subjeatuimber in a very
restrictive case: when the subject is a third pesogular and the tense
iIs the present. This is a highly selective caseagfement, which led
many grammarians to question the sensitivity of Bmglish verb for
number. Palmer noted that “the present tense faintee verb are not
simply divided morphologically into singular ancdul. The division is

simply between the ‘third person singular’ and rbxst

| play.
You play.
He plays.
She plays.
It plays.

”l

We play.
You play.
They play.
They play.
They play.

In the past tense, however, even this sligite@ment requirement

disappears.

| played.
You played.
He played.
She played.
It played.

We played.
You played.
They played.
They played.
They played.

Verbto beis the only English verb that still retains a comgpaely
larger capability for agreement in number and peirisothe present and

the past tenses.

Present

| am happy.
You are happy.
He is happy.
She is happy.
It is happy.

Past

| was happy.
You were happy.
He was happy.
She was happy.
It was happy.

We are happy.
You are happy.
They are happy.
They are happy.
They are happy.

We were happy.
You were happy.
They were happy.
They were happy.
They were happy.

! Frank PalmerGrammar Middlesex: Penguin Books, 1971, p. 191.
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4.2.2.3. Agreement in Gender Only

Relative pronouns-antecedent agreement roughly srthleedistinction
between human and non-human. It does not make omgstgender
distinction based on the two main categories ofaulase and feminine.
However, because neuter is included among the gertasification of
the English noun, | considered the relative prondonhave gender
distinction. There is also agreement in number betwthe relative
pronoun and the antecedent noun. This agreemaeiot isxplicitly shown
by a change of the word form, but is implicitly icdted by the word
behavior. The difference betweamo playsin the first sentence amwho
play in the second is a clear evidence that the regironoun has a
number. However, because relative pronouns do nakemovert
representation of number, | excluded them from irggg number
agreement.

The boy who plays in the garden is happy.
The boys who play in the garden are happy.

The girl who plays in the garden is happy.
The girls who play in the garden are happy.

The cat which plays in the garden is happy.
The cats which play in the garden are happy.

There is also alternative choices betwetn andwhomaccording to
their case whether nominative or accusative, resahy

The boy who plays
The boy whom | met

4.2.2.4. Agreement in Number Only
a. Indefinite Article-Noun Agreement

Indefinite articles agree with the nouns tmegdify in number. The
articlea or anis used with the singular noun and zero articlkesisd with
the plural.

a boy
boys
With the definite article no agreement is required:

the boy
the boys
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b. Demonstrative-Noun Agreement

Demonstrative adjectives agree with the nabhag modify in number.
The demonstrativéhis andthat are used with singular nounsieseand
thoseare used with plural nouns.

this boy
these boys

that boy
those boys

c. Predicate-Subject Agreement

A predicate nominal (NP used as a complemérd copula verb)
agrees in number with the subject. This can bestifted by the
following examples:

He is a student.
* He is students.

They are students.
* They are a student.

However, in some instances we can find singptadicate nominals
while their subjects are plural and the sentencestdl grammatical.

They are a problem.
They are the reason behind our success.

The solution to this problem can be foundh® semantic restrictions
imposed on the relationship between the subjectlfamgredicate. These
restrictions can be summarized as follows:

1. If the subject is singular the nominal predicaiest be singular in all
cases:

This is a doctor.
* This is doctors.

This is a problem.
* This is problems.

2. If the subject is plural and the predicate isiaun that denotes a
physical object, the predicate nominal must begblur

These are doctors.
* These are a doctor.

These are books.
* These are a book.
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3. If the subject is plural and the predicate iscain that denotes an
abstract notion, the predicate nominal may be $amgur plural.

These differences are an obstacle to peace.
These differences are obstacles to peace.

These factors are the reason behind our success.
These factors are the reasons behind our success.

These books are a gift.
These books are gifts.

4.2.2.5. Agreement in Case Only

This degree is found only in coordinated pronouteeedent
agreement. When a pronoun is joined to a noun byo@dinating
conjunction, “it should have the same case asitscadent.”

(a) They andl are teachers.

(b) They will invitehim or her.
(c) They gave it tdiim andme.
(d) My andhis cars are white.

In example (a) the pronoliagrees in case withey They are both in
the nominative case as they are in the subjectiposin example (b) the
two pronouns are in the accusative case; in exalepléney are in the
dative case; and in example (d) the pronouns afeibdhe genitive case.

4.3. Cross-Language Redundancies

There is a considerable contrast between &mgind Arabic regarding
agreement features. Whereas Arabic has strict ridesagreement
between many parts of the sentence, English showparatively little
consideration for these features. This makes mechlartranslation
between the two languages relatively cumbersomeenMmnanslating
from Arabic into English the sentences will carryuah agreement
information which are redundant in English and d¢here will be
discarded. This poses no problems. The difficuhpwever, appears
when translating from English into Arabic, in whicbase much
agreement information is not transferred.

! Maxine HairstonContemporary Compositiod™ ed., Boston: Houghton Mifflin
Company, 1986, p. 537.
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We can draw a map between the two languageseeohow much
agreement information each language manipulatepaed to the other
language:

Serial | Agreement Features Arabic | English
1 Adjective-noun agreement in number v X
2 Adjective-noun agreement in gender v X
3 Adjective-noun agreement in person v X
4 Adjective-noun agreement in case v X
5 Adjective-noun agreement in definiteness v X
6 Verb-Subject agreement in number v v
7 Verb-Subject agreement in gender v X
8 Verb-Subject agreement in person v v
9 Demonstrative-noun agreement in number v v
10 Demonstrative-noun agreement in gender v X
11 Demonstrative-noun agreement in case v x
12 Relative pronoun-antecedent agreement in number v X
13 Relative pronoun-antecedent agreement in gender v’ v
14 Relative pronoun-antecedent agreement in case v v
15 Anaphora-antecedent agreement in number v v
16 Anaphora-antecedent agreement in gender v v
17 Anaphora-antecedent agreement in person v v
18 Predicative adjective-subject agreement in number v X
19 Predicative adjective-subject agreement in gender v X
20 Predicative nominal-subject agreement in number v v
21 Predicative nominal-subject agreement in gender v X
22 Indefinite article-noun agreement in number X

23 Targets with double controllers v X
24 Anti-agreement in number v X
25 Anti-agreement in gender v X

Score 24 10

Table 20. Agreement comparison between Arabic and English

! By anaphora here | mean only reflexives and pssses
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Agreement Comparison
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W English 10 -

Arabic English

Fig. 20. Agreement comparison between Arabic and English

The above statistics show that English scdi@agreement features
while Arabic scored 24. Although these scores show little agreement
English employs in contrast with Arabic, this ist mven expressive of
the true facts. In cases where English scoresipelgitfor agreement, it
does not employ the same morphological varietiegwArabic utilizes.
The Arabic number system has a dual, which is nand in English.
Arabic verbs, whether in the present or past, aativpassive, agree with
their subjects. English verb-subject agreementtrastively, is extremely
limited (third person singular in the present t@nggabic also has a
larger variety of personal pronouns. In short, Acadmploys agreement
almost to the maximum, whereas English merely tes@n the features.
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Chapter Five
The Role of Agreement in the Translation
Process

Agreement plays a considerable role in allsgsaof the translation
process whether in analysis, transfer, or generatiothis chapter | will
explore the role played by agreement in these ghase

5.1. The Role of Agreement in Analysis

The lexical database along with the morphaialgicomponent
collaborate during the analysis phase to definentimber and gender of
nouns in a sentence. The lexical database, as aonedtipreviously,
includes information on grammatical categories, hswas feminine,
masculine, singular, and plural. And the morphatabicomponent
provided with the system can analyze and interghet different
morphemes which may be attached to a word and whdibate number
and gender with nouns and tense with verbs. Iregégorms of inflection
are stored in a separate list, which is refererimedhe system in due
course.

The first step in parsing a sentence is t@geize the grammatical
category of each word before deciding which grofipvords make a
constituent phrase in the sentence. “Morphologeaélysis alone is
sometimes sufficient to identify grammatical categ® and structural
functions, e.g. in English the suffixize usually indicates a verb.”
English, however, is not rich in morphological adtion which indicates
subject-verb and adjective-noun agreement. Evenstiifix -es which
indicates plural in nouns is also the same asitigitating agreement in
present tense second person. Let us look at tleeviog sentence:

Talk shows increase time waste.

The morphology alone cannot tell us the gratimabcategory of each
word in the above sentence. Each word can fundtaih as a noun and
as a verb. We need to look at the grammatical gbrled grammatical
relation between words to decide their categorigs. this way
“morphological analysis cannot be divorced fromtagtic analysis?® To

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
I2_ondon: Academic Press, 1992, p. 83.
Ibid.
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parse the above sentence, we do not only needaselstructure rule
which states that:

S— NP VP

but we also need to introduce feature notationth@rule to explain the
relationship between constituent parts. The rulstrapecify that the first
NP in S must agree in number with the VP. The coleld be written as
follows™:

1. S— NP[num=$X] VP[num=$X]

2. VP[num=%$Y]— v[num=3$Y] NP[num="2?]
3. NP[num=$Z}- det (adj) n[num=%$Z]

4. NP[num=3$Z}- pron[num=3$Z]

The first rule specifies that the NP must htheesame number as the
VP. The sign ‘$ preceding X, Y and Z means thaisita variable as
distinguished from real values. The second ruleestdat when the VP is
assigned a number it is the verb that carries timeer specifications; the
number of the second NP is not relevant. The thitd states that when
an NP is assigned a number, it is the head nounctraes the number
specifications. The fourth rule states that when N is a pronoun, the
pronoun carries the number specifications.

The above rules can be used in a programn@ngulage to parse a
sentence and check its validity by a simple cooditi

S($A,$B)
if $A=np(...)and$B=vp(...)and number($A)=number($B)

The rule states that the sentence is composedoovawables (a variable
can stand for a word or group of words). If thestfipart meets the
condition of an NP and the second part meets thditons of a VP and
the number of the first part equals the numbehefdecond part, then the
sentence is valid.

Applying these rules helps the system in idi@ng that the word
increasein the above sentence is the verb of the sen@mddence helps

! Ibid., p. 60.
2 Ibid., p. 66.
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in demarcating different constituents of the secgerlThe above rule
explains the grammatical implausibility of sentesysach as:

* The boy play football.
* The boys plays football.

The system can find that the numberbo¥ in the first sentence is
singular and the verplay is plural and the opposite with the second
sentence. They do not meet the agreement requitdmeause they do
not agree in number. They can, therefore, be judgethe system as
ungrammatical sentences.

The above examples show how agreement, detpiimited scope of
application in English, helps in the parsing praces both identifying
grammatical categories of words and constituertspdra sentence.

A pronoun agrees with its antecedent in numgender, and person.
This relationship can be made explicit in a parse by the introduction
of either a pointer leading from one branch todtkeer or by the notion of
co-indexing. Co-indexing means the attachment adrartrary number to
an element and giving the same number to the alenent which is
linked to it. Both techniques are shown in thedwading figure:
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N N\

NP VP NP VP
con;j conj S

that n that
John sald John sald
[Index=12

NP
pron aux pron aux
he would come he would come

[Index=12]

Fig. 21. Treeslabeled with pointersand co-indexes’

The attachment of an index number to the remuhthe pronoun that
refers to it is a preferred technique in computetlderms.

Our analysis, however, should ensure that gf@houn agrees in
number and gender with its antecedent noun. Sotréfeemust not only
carry information on the constituent phrases araingnatical categories
of words, but it must also carry information on gyatactic and semantic
functions of elements. Moreover, by applying cortlenorphological
analysis, words are represented in their base fofmisa sentence such

as: This young girl likes her new bathe complete analysis will be as
follows:

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, 1992, p. 62.
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S
tns=pres
pers=3
mood=indicative
num=sg

n fun= head
fun mod fun mod fun=head |ox= Ilke/l\
num=sg lex=young NUM= 59

SEM=NUManN ¢,n-mod fun=mod fun= head

lex= g|rI num=sg lex=new NUM=sg
lex=her sem=inan
index=12 lex=bag

Fig. 22. A parsetreewith full semantic and syntactic features

The above tree ensures that the anaphoricopromas the same
number and gender as the antecedent and so itimglered with it. We
notice that “by matching up values for ‘sex’ andim, it is possible to
recognize the anaphoric relatiorfetween pronouns and antecedents as
well as other relations which require agreements Telation can be
either established or excluded. If, for example, ftumber or gender is
different this means that the antecedent is nottiomeed in the sentence
and the co-indexing cannot be established withntnen. Moreover, the
tree shows agreement in number between the deratmstpronoun and
the noun it modifies.

5.2. The Role of Agreement in Transfer

During lexical transfer, words (which have bemorphologically,
syntactically, and semantically analyzed) are laboke in the bilingual
dictionary, and an equivalence map is drawn betvgmemce and target

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 111.
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words. For our sample sentendéys young girl likes her new bathe
mapping will be as follows:

this hada
cat=det cat=det
fun=mod fun=mod
num-sg num-sg
young sagir
cat=ad] cat=ad]
fun=mod fun=mod
girl bint
cat=n cat=n
fun=head fun=head
num=sg num=sg
sex=f sex=f
sem=human sem=human
like "ahabba
cat=v cat=v
fun=head fun=head
tns=pres tns=pres
her h
cat=pospron cat=pospron
fun=mod fun=mod
num=sg num=sg
sex=f sex=f
new gadid
cat=ad] cat=ad]
fun=mod fun=mod
bag hagibah
cat=n cat=n
fun=head fun=head
num=sg num=sg
sex=n gender=f
sem=inan sem=inan

Table 21. Lexical transfer

While most of the grammatical and semanti¢uiess are copied from
the source language to the target language, weentiat the gender of
nouns is determined by the gender specificationtentarget language.
This is shown by the wordbag which is neuter in English, but its
equivalent in Arabicfiagibah, is feminine.
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During structural transfer, tree-to-tree tfanscarries all required
features. The above parse tree of the English semt&his young girl
likes her new bagwill be rendered in Arabic as follows:

S
tns=pres
pers=3
mood=indicative
num=sg

adj fun= head
fun mod fun= heaOIfun =modex="ahabba
num=sg NUM=SQ |ex=sagir

lex=hada  gend=f pospron  adj
sem=human fun= head fun=mod fun=mod
lex=bint num=sg num=sg lex= gadid
index=1% gend=f  gend=f

sems3nan lex=h
lex=hagibah index=12

A Parse Tree after Transfer into Arabic

The structural transfer made the required gbarto ensure that the
tree structure suits the Arabic syntactic structéed example, adjectives
are moved to be after the nouns they modify angbtissessive pronoun’s
position is also moved. However, the anaphoridiadas maintained and
the co-index is transferred unchanged.

5.3. The Role of Agreement in Generation

The output of the transfer phase is a deejctsire representation of
the sentence with labeled nodes and target langeagal items in their
base form. Of course the syntactic transfer madegds to make the
word order suit the target language, but still sdemacal changes and
many morphological changes are required to prodncacceptable target
language sentence.
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During the process known as syntactic genaratlte main task is “to
order constituents in the correct sequence fotahget language' This
reordering covers issues that were not dealt witind syntactic transfer
such as the order of constituents when the sentsriabeled as ‘passive’
or ‘interrogative’. In this case syntactic genevatimakes movements
and/or adds words to meet the required feature.

A major task of the syntactic generation medalthe “distribution of
number and gender information to relevant termirales.? Moreover, it
assigns new number and gender features accordihg t@quirements of
the agreement rules in the target language. Aferimteraction of the
syntactic generation module with our parse treetler sentenceTlhis
young girl likes her new bag will look as follows.

VP

7 /\
//y\ ; NP
det art n art adj fun=head
fun=mod lex=al fun=headlex=al f,n=mod lex="ahabba
num=sg num=sg lex=sadir ms=pres
case=nom gend=f : pers=3

num=sg

—h3d5 sem=human _ num=s n pospron art adj
'ege;'(?f? lex=bint cgseggn_(:m (‘:,end::gJ fun=head  fun=mod lex=al fun=mod
index=12 num=sg num=sg lex=gadid
case=nom gend=f gend=f num=sg
sem=inan lex=h gend=f
lex=hagibah index=12 case=acc
case=acc

Fig. 23. A parsetree after syntactic generation

We notice here that the features of tensesgmeland number are
moved from the sentence node to the relevant tatnmade: the verb.
Besides, in compliance with the requirement of dgeeement rules, the
syntactic generation component made new assignroélesical features
as follows:

! Ibid., p. 133.
2 Ibid., p. 134.
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1. The verb is assigned a gender because verbglmicAare required to
agree with the subjects in gender as well as peaasdmumber.

2. The determiner is assigned a gender and caseigecemonstratives
in Arabic are required to agree with the nouns thmdify in gender
and case as well as number.

3. The adjectives are assigned number, gender, caseé because
adjectives in Arabic are required to agree withrtban they modify in
number, gender, and case.

4. Also in compliance with the requirement of trgreement rules, the
syntactic generation component added the defintiel@ al before
adjectives which modify definite nounsaksagir) and before nouns
which are preceded by demonstrative pronouaishint).

The last phase of generation and of the wtraleslation process is the
morphological generation. It is a straightforwardogess which
“interprets strings of labeled lexical items fortjput as target sentences.”
Each time the morphological generator meets a texinmode with labels,
it transforms it into actual morphological realipat according to the
morphological rules which handle general and speeises.

1. hada [nbr=sg, gend=f, case=nomjhadihi

2. bint [nbr=sg, gend=f, case=nom]bintu

3. sagir[nbr=sg, gend=f, case=nom]sagiratu

4. ahabba [tns=pres, pers=3, nbr=sg, gend=fjuhibbu
5. hagibah [nbr=sg, gend=f, case=acchaqibata

6. h [nbr=sg, gend=f] sha

7.dadid [nbr=sg, gend=f, case=accljadidata

The morphological generator is also respoasibi combining some
elements into a single word. For example, the defiarticle - al is
morphologically attached to the beginning of wofds a prefix) and
possessive pronouns are attached to the end ofswasda suffix). The
Arabic grammar states that the noun modified by eanahstrative
pronoun is prefixed with al. After applying these last two rules, we will
have the syntactically well-formed, grammaticaltg@pted sentence:

hadihi-I-bintu-s-sadiratu tuhibbu hagibataha-I-gadidata.

! Ibid., p. 133.
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Chapter Six
Agreement Problems in MT

In this section | will explore different aretlmt cause (or are expected
to cause) agreement problems during translatiom fienglish into
Arabic. To show how a certain grammatical phenomenauses an
agreement problem, | will make use of ‘test examsipl€hese examples
are made-up sentences or phrases that containtarpated problem.
The test examples will be put to the MT system NAltarjim Al-Arabey
by ATA Software) to see how it will deal with them. The performanc
will be analyzed in the ‘test analysis’ section.

All test examples in this thesis are collected added in Appendix |
to constitute an agreement ‘test suite’ for Enghshbic translation. A
test suite is defined as a collection of “speciatlgnstructed test
sentences. Each sentence in the suite containsr eithe linguistic
construction of interest or a combination theréof.”

The difference between a test suite and a usorphould be
emphasized. A corpus is a large collection of radiyioccurring writings.
A corpus is constructed by collecting sentencesmfrdooks,
encyclopedias, newspapers, magazines, radio, TV Atdest suite,
however, is a collection of made-up sentences. &hsmtences are
constructed by an MT developer or specialist to laep different
linguistic phenomena and grammatical constructidiee advantage of
test suites over corpora is that test suites ane fozused, shorter, and
easier to use. Moreover, a test suite has moréyatul reveal problems
than a corpus. With a corpus “many potential arefslifficulty are
hidden because the statistics are such that eviém lguge corpora will
lack even a single example of particular grammhtocanbinations of
linguistic phenomena™”

Test suites are very important in MT developtrend enhancement.
Rules in an MT system may be “too strict or too egah to apply
correctly in all circumstance$ Test suites help developers to detect such
errors easily. They can then modify the rules andthe test suite again
to measure improvements.

! Demo CD attached in Appendix Il.

2 Doug Arnold, et al.Machine Translation: An Introductory Guid®lanchester:
Blackwell, 1994, p. 176.

* Ibid.

* Ibid., p. 175.
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| would like to mention some facts about th&t suite | devised in this
thesis. First, It is useful only in testing agreamerrors. It is not meant to
measure translation performance in general. Sedbns,designed for
English-Arabic translation. It explores the agreetngpecifications and
requirements in this language pair and in this ifiged¢ranslation
direction. Third, my aim with the test examplesnst to evaluate the
performance of any MT system or compare it witheosh My sole aim is
to explore agreement problematic areas. Fourtmyimnalysis of the test
examples, | will focus only on agreement. The ti@s may contain
errors in grammar, spelling, or morphological gatien. | will not point
out or analyze these errors in any way. The inbens not to measure the
performance in general, but is confined to explprithe agreement
phenomena and the problems they might cause iardiff grammatical
constructions.

The generation component in an MT system &s rtfodule that is
responsible for generating correct output senteniteis fed with the
necessary rules to make acceptably grammatica¢rsesd in the output.
Among the rules of Arabic generation are the agesgnmules which
specify what constituents require agreement, wheir tcontrollers are,
and how many agreement features are involved. Arsiy§tem is usually
able to apply regular agreement rules in the oudpatences. It can make
adjective-noun agreement.

Test Examples: Adjective-Noun Agreement

a. A diligent rich handsome man
R g;“; a9 d.é,)
ragul wasim gani mugtahid

b. A diligent rich handsome woman
Sagine e Lagus 5l )
‘imra’ah wasimah ganiyyah mugtahidah

c. Diligent rich handsome men
Ot elie) ey dla
rigal wasimiin ‘agniya’ mugtahiddn

d. Diligent rich handsome women
Glagiae Clie Sl s ol
nisa’ wasimat ganiyyat mugtahidat

e. | saw the diligent rich handsome men.
Onginal) elie Y Crar ol JaDl &l
ra‘aitu-r-rigala-lI-wasimia-I-'agniya’a-lI-mugtahidin
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Test Analysis:

The system successfully makes the adjectigeseain number and gender
with their head noun. Example shows correct agreement in gender,
definiteness, and case, as the three adjectiviesvio the noun show. It is not
known why the system puts diacritics on some waadd not on others.
However, it is noted that diacritics appear mostih complete sentences.

The system is also expected to successfulkeragreement between a
relative pronoun and the preceding noun.

Test Examples: Relative Pronoun-Noun Agreement

a. The man who drives the car
3Lkl (3 s s D))
"ar-ragulu-I-ladi yastiqu-s-sayyarah
b. The woman who drives the car
3Ll (3505 ) 31 ey
"al-'imra’atu-I-lati tastiqu-s-sayyarah
c. The men who drive the car
5L {5 5k ) JlaT
"ar-rigalu-I-ladina yastigiina-s-sayyarah
d. The women who drive the car
EJLJ:J\ L)é}iaé 63\}”\ C«Luj.“
"an-nisa’u-I-lawati yasitigna-s-sayyarah

Test Analysis:

In examples throughd the system correctly places the relative pronoun
that agrees in number and gender. No test on agrdéeom case is possible
because relative pronouns have overt case markitygirothe dual, one of the
issues that cause problems to MT as will be shauenr.|

The system can also make agreement betweeondétives and the
nouns they modify.

Test Examples: Demonstrative Adjective-Noun Agreement

a. This man b. This woman
d;w)h Jaa 9\)42}” 0da
hada-r-raguli hadihi-l-'imra’ati
c. These men d. These women
d\;i)l\ cY_gfé 9\...»35\ ;\Y}B
ha ula’i-r-rigali ha'ula’i-n-nisa’i
e. That man f. That woman
Jarl) el 3 yaY el
dalika-r-raguli tilka-l-'imra’ahi
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g. Those men h. Those women

Jlan ) el f L) el
‘ula’ika-r-rigali ‘ula’ika-n-nisa’i
Test Analysis:

The system correctly makes agreement in nunaimek gender between
demonstratives and their head nouns. No test cgeaggnt in case is possible
because demonstratives have overt case markingiorihe dual, one of the
issues that cause problems to MT as will be shaenr.|

The system can also make agreement betweerbamd its subject.

Test Examples: Verb-Subject Agreement

a. The boy goes to the garden and waters the flowers.
23D (g s Adaall ) ALl Caady
yadhabu-Il-waladu ’ila-I-hadigati wa yasqi-z-zuhr.
b. The girl goes to the garden and waters the flowers.
a0l B 5 Anaall ) Sl Caals
tadhabu-I-bintu 'ila-I-hadigati wa tasqi-z-zuhiir.
c. The boys go to the garden and water the flowers.
3TN (s s Al ) (sl aY Y
"al-"awladu yadhabiina ’ila-l-hadigati wa yasqina-z-zuhdr.
d. The girls go to the garden and water the flowers.
AT s Ahaal ) e i
"al-banatu yadhabna ’ila-l-hadigati wa yasqina-z-zuhdir.

e. The boy went to the garden and watered the flowers.
050l (R sl ) ALl Caad
dahaba-I-waladu ’ila-l-hadigati wa saqa-z-zuhdr.

f. The girl went to the garden and watered the flowers
sl il g Aaal) ) &l Zaad
dahabati-I-bintu 'ila-I-hadigati wa saqgati-z-zuhdir.

g. The boys went to the garden and watered the flawers
AT s dgaall ) BV Y1) sl
dahabi-I-'awladu-’ila-l-hadigati wa saqi-z-zuhdr.

h. The girls went to the garden and watered the flewer
A0 s s Al ) S (paad
dahabna-Il-banatu 'ila-I-hadigati wa sagaina-z-zuhdir.

Test Analysis:
The system correctly makes agreement betwedmand subject in gender
in examplesa and b where the verb precedes the subject, and in gender
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number and person in examplesandd where the verb follows its subject.
However, agreement ipandh is faulty, as the verb agrees in number with the
subject while the verb precedes the subject. Thisot permitted in Standard

Arabic.

An MT system is also expected to follow thdesurelated to
agreement and anti-agreement in gender and nundie/eén cardinal

numbers and their head nouns.

Test Examples: Agreement in the Number System

a. one boy
..\A\j .ﬂj
waladun wahid

c. two boys
BINP
waladan

e. three boys
JYJT 3\_\)&

talatatu "awlad

g. four boys

JYJT 3\:_1‘)1

‘arba’atu "awlad

I. ten boys

JYJ‘ ‘);:u.c

‘asru "awlad

k. eleven boys

Ay pie Al

"ahada ‘asra walad
m. twelve boys

Ay e L)

'itna "asra walad

o. fifteen boys

Ay e dused

bamsatu ‘asra walad
g. twenty-one boys
Ay Oy de 5aaly
wahidun wa ‘iSrtina walad
s.seventy-eight boys
Ay oy g Axilad
tamaniyatun wa sab'tina walad
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b. one girl

3..\;\} C_LLI

bintun wahidah

d. two girls

ol

bintan

f.three girls

Gl &M

talatu banat

h. four girls

‘arba’u banat

|- ten girls

Gl 3 pde

‘aSratu banat

l. eleven girls

Caiy 3 e (5aa)

‘ihda “asrata bint

n. twelve girls
‘itnata "asrata bint
p. fifteen girls

Cigs e ued

bamsu ‘aSrata bint
r.twenty-one girls
Gy (g pde 5 3aal
wahidatun wa ‘iSriina bint
t. seventy-eight girls
oy O s 5 Olad
tamanin wa sab'lna bint



Test Analysis:

The system successfully follows the rulesdoti-agreement in number and
gender in all examples exceapandj. There is also a fault in case assignment
for the head noun. Aliva/ad should bewaladan, and allbint should bebintan.

However, agreement cannot always be realized adilyeas seen
above. This is due to the fact that Arabic diffgreatly from English in
the distribution of number and gender in the pronsystem, lexical
items as well as the syntactic structure. Thised#iice results in many
agreement problems during the translation procBssse problems will
be investigated in detail in the following sections

6.1. Pronouns

Only the pronounse and shedo not cause an agreement problem
during translation into Arabic because they arartyemarked for number
and gender. The other English pronoyos, they, it, landwe cause an
agreement problem. This is due to the fact that Angbic pronoun
system differs from the English one in that the BAdcasystem includes a
larger number of pronouns to allow for the disttibn of features such
as: singular, dual, plural, feminine, and masculine

The pronounyou is not marked for gender and its number is
ambiguous as it can refer to singular, dual, angraplentities. The
translation of this pronoun as well as the agre¢rspacifications of the
target words depends on clear identification o$é&keatures:

You (m, sg) are kind.
‘anta ‘atif

You (m, dl) are kind.
‘antuma ‘atdfan

You (m, pl) are kind.
"antum ‘atlfiin

Test Examples: The Pronoun You

a. You are a good boy.
e Ayl
"anta waladu gayyidu.

c. You are two good boys.
s gy G
"anta waladani gayyidina.

e. You are good boys.
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You (f, sg) are kind.
"anti ‘atlifah

You (f, dl) are kind.
"antuma ‘atdfatan

You (f, pl) are kind.
‘antunna ‘atifat

b. You are a good girl.
RAPENTCRINCR]
"anta bintu gayyidatu.

d. You are two good girls.
Ll iy Sl
"anta bintani gayyidatu.

Y.ou are good girls.



‘anta "awladu gayyiduna. ‘anta banatu gayyidatu.
g. You are good.
I

"anta gayyidu.

Test Analysis:
The system uses the default masculine sindafan of the pronoun in all

cases. This is correct only in exampéeandg. In all other examples, pronoun
choice is clearly wrong.

Similarly, the English pronoutimeyis not marked for gender and its
number is ambiguous from the Arabic point of viewieh distinguishes
between dual and plural:

They (m, dl) are kind. They (f, dl) are kind.
huma ‘attfani. huma ‘atiifatani.
They (m, pl) are kind. They (f, pl) are kind.
hum ‘atiftna. hunna ‘atdfatin.
They (pl [non-human]) are kind.

hiya ‘atifah

Test Examples: The Pronoun They

a. They are two good boys. b. They are two good girls.
st Ol aa Sl (R aa
hum waladani gayyidan. hum bintani Jayyidat.

c. They are good boys. d. They are good girls.
05k Y e Lolua Sl s
hum "awladun gayyidin. hum banatun gJayyidat.

e. They are good cats.
S dalad g

hum gitatun gayyidah.

Test Analysis:
The system uses the default masculine plumah fof the pronoun in all

cases. This is correct only in exampldn all other examples, pronoun choice
IS wrong.

The English pronount is not marked for gender. It is not clear
whether it refers to a masculine or feminine objéatabic, however,
needs this distinction.
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It (m) is good. It (f) is good.
huwa gayyidun. hiya gayyidatun.

Test Examples: Pronoun It

a. Itis a good bull. b. Itis a good cow.
A 4 B B8 4
‘innahu tawrun gayyidun. ‘innahu bagaratun gayyidatun.
Test Analysis:

The system uses the default masculine sindafan of the pronoun in all
cases. This is correct only in exampldn exampleb the pronoun choice does
not agree in gender with the noun it refers to.

The pronourwe is not marked for gender and its number, from the
perspective of Arabic, is ambiguous (dual or pluratabic does not have
translational varieties of the pronoun, yet somes@gpent specifications
depend on these features:

We (m, dl) are kind. We (f, dl) are kind.
nahnu ‘atdfani. nahnu ‘attfatani.
We (m, pl) are kind. We (f, pl) are kind.
nahnu ‘atdfina. nahnu ‘atdfatun.

Test Examples. The Pronoun We

a. The two boys said, “We are good.”
"o o " VB cpal gl )
‘inna-I-waladaini qala, “nahnu gayyiddn”

b. The two girls said, “We are good.”
"LOska o LS cpdl O
‘inna-I-bintaini qalata, “nahnu gayyidin”

c. The boys said, “We are good.”

" s oad " I8 Y Y )
‘inna-l-"awlada qald, “nahnu gayyidun”

d. The girls said, “We are good.”
"LOsus oad " OB il )

‘inna-l-banati qulna, “nahnu gayyidin”

Test Analysis:

Only the translation in example is correct. Despite the fact that the
pronoun we has only one translation, its hidden number anchdge
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specifications affect the choice of the form (gen@md number) of the
predicative adjectives.

The pronounl is not marked for gender. Arabic does not have
translational varieties of the pronoun, yet somee@gent specifications
depend on these features:

| (f) am kind. | (f) am kind.
‘ana ‘atufun. "ana ‘atufatun.

Test Examples: Pronoun |

a. The boy said, “I am good.”
" e Gl B ALl

"al-waladu qala, “'ana gayyid.”

b. The girl said, “I am good.”
YR RPN T JERA |

"al-bintu galat, “’'ana gayyid.”

Test Analysis:

Only the translation in exampke is correct. Despite the fact that the
pronounl has only one translation, its hidden number amadlgespecifications
affect the choice of the form (gender) of the pratve adjectives. It is not
clear why the system does not use the emphaticlartnna here as in the
previous test examples, and why the sentencesdioenet follow the preferred
verb-subject order.

6.1.1. Proposed Solution

My proposed solution to this problem is to make source language
analyzer (or parser) assign the proper number amtley for each
pronoun. As much as possible, the parser must fgpadiether the
pronoun is masculine, feminine, singular, dualploral. This means that
the parser will need to include a level of analysgsch is specific to the
target language. English does not normally markespronouns (likeou
and they) for gender. However, in anticipation of the tdrdgnguage
requirements, the system will try to mark thesenptms for gender
“since this information is relevant for translatidinto Arabic.

In trying to detect the gender and numberrohpuns, the system can
make use of linguistic clues like the referencethad pronoun. If the
system succeeds in establishing the link betweenptionoun and the

! Frank Van Eynde, “Machine Translation and Linguistotivation”, in Frank Van
Eynde, ed.Linguistic Issues in Machine Translatidoondon: Pinter Publishers,
1993, p. 24.
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object it refers to, then it can easily assign gerahd number to the
pronoun,

In case the system fails to recognize theecbigender and number of
a pronoun, it can then resort to the best guesfiadetvhich means
deciding an interpretation “based on the relatikelihood of one
analysis over the other, based only on which airestare more or less
common®™. In this case the system will use the default eslfor gender
and number.

6.2. Proper Nouns

In an MT system there is a module respondinedentifying proper
names, which is usually referred to as “Proper-NaRezognizer’,
However, proper noufiscan cause confusion in MT in two different
ways. The first, the MT system may not identifytttree word in question
IS a proper noun and translates it as a common ,nadjective, or
whatever can be found in the dictionary. The secsnthat it cannot
identify the gender of the noun and thus fails tovmle information
needed to make agreement in Arabic.

The first case is the group of English propeuns which have entries
in main domain dictionaries and defined as comnmums, adjectives, or
any other part of speech. They can be exemplifigdthe following
names:

- Names of malesBush, Carpenter, Foot, Link, Lance, King, Ace,
Chance, Rice, Black, Smith, Will, White, Bill, KirtigandFox.

- Names of femalés Harmony, Holly, Honey, Hope, Flower, Flora,
Aura, Bonnie, Carol, Cherry, Clemency, Lily, BliaadBlossom.

L W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 94.

2 Fred Popowich, et al., “Machine Translation of €d Captions”Machine
Translation 15, 311-341, 2000, p. 322.

% Proper names and proper nouns are used synonymousl

* From Lareina RuldYame Your BahyNew York: Bantam Books, 1963.

141



Test Examples: M eaning-Ambiguous Proper Nouns

a. Bush read the book.
LSl Aaal) L 3
gara’ati-l-agamatu-I-kitab

c. Carpenter read the book.
L e T3
gara’a-n-naggaru-Il-kitab

e. Foot read the book.
RELS (AR P
gara’a-l-gadamu-I-kitab

g. Lance read the book.
S e |3
gara’a-r-rumhu-I-kitab

Test Analysis:

b. Harmony read the book.
REELJAEW ]
gara’a-l-insigamu-I-kitab

d. Hope read the book.
s e 8
gara’a-l-"amalu-I-kitab

f.Flora read the book.
Ll &l &
gara’ati-n-nabatatu-I-kitab

h. Aura read the book.
sl &l B Al
"al-halatu gara’ati-I-kitab

The system fails to recognize any of the profmeins above, and translates
them as common nouns.

The second case is the group of proper noumshwcan easily be
identified as proper nouns since they have no emtim main domain
dictionaries and have no other meanings. Yet tlodlem is to decide
whether these names denote males or females. Hmebhe exemplified
by the following:

- English names of malestack, Jackson, George, Addison, Adrian,
Alexander, Alfred, CraigandOliver.

- English names of female3ane, Janet, Jacqueline, Sarah, Nancy, Alice,
Angela, Andrea, AnnendBarbara.

Moreover, the names in any translation passhg@ot need to be
restricted to English names. A passage can inckagi®eus names from
various languages, thus adding to the complexdfadentifying the sex
of these names.

- French names of male&rancois, Pierre, André, Gérard, Chirac,
Bernhardt, Gounod, Barthélemy, Nicolasd Antoine.

- French names of femaldsrancoise, Simone, Josephine, Rachel, Elisa,
Catherine, Renée, Jeanne, Julia, Marie, MadelaneMarguerite.

- Spanish names of malégasco, Antonio, Juan, Rubén, José, Ribera,
Benito, Manuel, Francisco, Jusepe, Aleman, MaaedDiego.

- Spanish names of femaldsabella, Maria, Marie, Christina, Cecilia,
andFrancisca.
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- Arabic names of maleg&thmed, Hassan, Hashim, Kamal, Karim, Monir,
Ali, Salim, RamziandFauzi.

- Arabic names of femaleSalma, Nada, Karima, Kauthar, Hoda, Aziza,
Marwa, Nora,and Samira.

Test Examples: Gender-Ambiguous Proper Nouns

a. Jack read the book.
RERLN JEIPQ -

gara’a gaku-I-kitab

c. Jackson read the book.

RELNFUPRNEN
gaksiin gara’a-l-kitab

e. Nicolas read the book.

S T8 Y S
nikdlas gara’a-I-kitab

g. Pierre read the book.
RELN R g
bir gara’a-I-kitab

I. Vasco read the book.
RELN RPN
faskl gara’a-l-kitab

k. Antonio read the book.

ST i
antinyl qgara’a-I-kitab
m. Ahmad read the book.
Ul a3
gara’a 'ahmadu-I-kitab

0. Hassan read the book.

RELNJUNER -
gara’a hasanu-I-kitab

Test Analysis:

b. Jane read the book.
RELNL PN
gan qara’a-l-kitab

d. Janet read the book.
RECNR B FUTEN
ganit gara’a-I-kitab

f. Josephine read the book.
RECNR B JUTSPEN
gazifin gara’a-I-kitab

h. Simone read the book.
U T8 ¢ sans
simln gara’a-I-kitab

|- Isabella read the book.
A Syl ) &
gara’at “izabilla-I-kitab

|. Maria read the book.
REELN (AP
mariyya gara’a-l-kitab

n. Salma read the book.
s 8 Ll
salma gara’a-I-kitab

p. Nada read the book.
) s C'_a\)ﬁ
gara’at nada-I-kitab

The system succeeds in recognizing the gentlehe proper nouns of
feminine names on the right column only in examplaadp. With the other
examples it uses the default gender, i.e. mascuRegarding masculine names
on the left column, we are not sure whether théesysrecognizes them as
masculine or merely uses the default gender. ttoisclear why the system
makes alternate word orders: SVO vs. VSO. Yetiit lva noted that whenever
the system uses VSO with feminine proper noungoitectly detects the
gender.
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6.2.1. Proposed Solutions

Firstly, to identify that the word is a propeyun and avoid confusing
it with other categories, some solutions can begsed:

1. Grammatical context: A proper noun must be atwvegpitalized and
not preceded by either a definite or indefiniteicket whereas a
common noun, when it is singular, must always lee@ded by either a
definite or indefinite article.

2. Semantic clues: The co-occurrence restrictidnthe verbreads for
example, require a human entity in the subjecttjposi This can help
in the exclusion of the interpretation &lora, for example, as a
common noun.

3. Some titles which precede or follow names cdp meidentifying the
proper noun, such &hD., Prof., Dr., Senator, Governor, Chancellor,
President, Prime Ministeaind Artist.

Secondly, to decide the gender of the propeinnwe need to make
use of some solutions:

1. Constructing a lexical database for proper nowith gender
specification. The lexical entry for each name well us whether the
name is feminine or masculine. This solution, hosveis not practical.
First, some names may confusingly be used bothniates and
females. Second, it is hard to list all possiblepgr names in a
language. Third, it is even harder to list in tli¢al database all
proper names in all languages.

2. Making use of titles which denote sex suchMs, Mrs., Ms., King,
Queen, Duke, Duchess, Sir, Madame, Baron, BaronEafjer,
Mother, Prince, Princess, Lord, Brother, Sister,rdiand Rev.If the
name is preceded by a masculine title this definileeans that the
name is masculine, and vice versa. These titlesrageently, but not
always, used with names, and by manipulating theen ean
considerably reduce the ambiguity which resultagreement violation
in the target language.

3. Resorting to the user interaction method. WHen gystem fails to
make an appropriate decision regarding the genfler mame either
because it is from a foreign language or from thmes language but
not included in the system database, it may “askaroperators to
select the analysis which conforms with their kreage®. User

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 94.
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interaction can also be manipulated in another Wéne system may
provide the facility for the user to create his/nastomized dictionary
and store proper names in it. This facility is athe provided by Al-
Mutarjim Al-Arabey as shown in the following figure

I |

CAMUTDEMO\DICTION\PROPER.USR
English |Menna [" Connected
Arabic da < >
—Main Categories << >
 Verb " Adwverh " Adjective & Noun " Term
Open
~MNoun New
Number Gender Names Type ol
0se
¥ Singular ™ Masculine | Proper ™ Non Definitive _
™ Plural ¥ Feminine ™ Place ¥ Definitive Clear
- Adjective —
: Update
Male Singular ¢ Definitive
Female Singular ¢~ Non Definitive
Search...
Entries 1-3
x Cancel Delete

Fig. 24. Entering a new proper noun to the user dictionary

6.3. Common Nouns

English common nouns create a lexical transfi@biguity which
arises when “a single source language word campally be translated
by a number of different target language word3His ambiguity arises
from the fact that almost all English nouns aredgemeutral, while
Arabic nouns are gender-sensitive. In Arabic alhimate nouns must be
either masculine or feminine. This creates little @ problem in
translation because the Arabic lexical entry wiibypde all information
needed regarding the gender of the noun in queskioam problem arises,
however, from Arabic animate nouns which can hasgmiiine and
masculine variants, and, therefore, there is no qmessible
straightforward lexical substitution between England Arabic.

Y Ibid., p. 99.
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English Word Possible Arabic Equivalents
student talib (masculine)
talibah (feminine)
teacher mudarris (masculine)
mudarrisah (feminine)
player la‘ib (masculine)
la‘ibah (feminine)
seller ba’i’ (masculine)
ba’i'ah (feminine)
engineer muhandis (masculine)
muhandisah (feminine)
cat qitt (masculine)
gittah (feminine)
dog kalb (masculine)
kalbah (feminine)

Table 22. Examples of lexically ambiguous English nouns

Although most translation systems choose teéault unmarked
masculine equivalent, this is not always a safesg@es the English noun
may actually refer to a feminine entity. The onlyes ground here is
when the English noun explicitly refers either tanale or female; a

category of words not so abundant in English:

English Nouns Arabic Equivalent
king malik

queen malikah

hen dagadah

cock dik

prince ‘amir

princess ‘amirah

Table 23. Examples of non-ambiguous English nouns

Furthermore, English plural nouns are quaddiplded ambiguous as
the choice is now not only between masculine amdirfme, but also
between dual and plural.
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English Word Possible Arabic Equivalents
students taliban (dual masculine)
talibatan (dual feminine)
tullab (plural masculine)
talibat (plural feminine)

cats qgittan (dual masculine)
gittatan (dual feminine)
gitat (plural)

Table 24. Examples of lexically ambiguous English plural nouns

Test Examples: Common Nouns

a. She is a good singer. b. These girls are students.
A e oA G0 Ll oY e
hiya muganni gayyid ha’ula’i-I-banati tullab

c. These women are engineers. d. These women are teachers.
b}u@.\@.n 9\.»5\3\ PR :)}d:ux ;Lmij\ PVEY
ha’ula’i-n-nisa’i muhandistn ha'ula’i-n-nisa’i muallimiin

e. These girls are good players.
Sl G Y oa il oY 5
ha'ula’i-I-banati hunna 13‘iblina Jayyidat

f. These women are good actors.

s (sliae o Ll o 58

ha'ula’i-n-nisa’i hunna mumatiliina gayyidat
g. The student likes her teacher.

Lealae S )

at-talibu yuhibbu mu‘allimaha

h. The students like their teachers.
PUINN PRSPENTEL LA
at-tullabu yuhibbina muallimihim

Test Analysis:

In examples throughf the predicative nominal is clearly feminine. Esfli
does not mark nouns or adjectives for gender, anthe system follows the
English track and translates them as unmarked na@isnasculine, resulting
in a clear violation of the agreement rules in Acaln examplgy the gender of
studentand teacheris ambiguous, yet the anaphoric pronomihal may
propose thastudentis feminine. In examplé both studentsandteachersare
ambiguous and there is no clue to identify theindgr, and so the system
justifiably used the default gender. In exampéeandf the system adds a
pronoun biunng after the subject. It seems that the purpose fme-tune the
output when the predicate is composed of a nounaanddjective. It is not
clear in these two examplesgndf) why the adjectives agree with the subjects
but not with the nouns they modify.
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6.3.1. Proposed Solution

First, the Arabic lexical entry must includdarmation on all possible
interpretations of the common noun. It must makpliex the fact that
the common noun can have masculine and feminin@ntar This will
make all options available for the generation medub choose from.
Second, the parser must provide, as much as pesgildrmation on the
gender of common nouns. Despite the fact that itiffrmation is not
linguistically motivated by the source languages itrucial in reaching a
sound translation in the target language. This lohdnalysis will be
target-language specific, i.e. if the target lamppas not Arabic the
system will not necessarily need to extract thisrimation.

To decide on the gender of the noun, the pamsest look for
linguistic clues such as antecedents and refenpirmgiouns. In many
instances the sentence may be void of any clukslpin deciding on the
gender of the noun. In these cases the systemhawk no other option
but to use the default unmarked gender, that isndsculine.

6.4. The Dual

English has no dual. The English number systeam only two
meanings “ONE and OTHER/MORE THAN ONE h this way, English
contrasts with Arabic, which can express the megof one, two, and
more than two. This contrast poses a problem mstating “natural pairs
such as eyes, hands and féet! these natural pairs are rendered as
plurals in a language that supports dual, they daeally odd as they
speak about someone who has more than two hamy&sr etc.

Test Examples: The Dual: Natural Pairs
a. | held him with my hands.
RUEREERLIP
hamaltuhu bi-"ayadiyy
b. | saw him with my eyes.
s ALl

ra’aituhu bi-"uydni

! Wallis Reid,Verb and Noun Number in English: A Functional Exgtéion London:
Longman, 1991, p. 122.
? Ibid.
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c. | heard him with my ears.
(b
sami tuhu bi-'adani

d. My legs cannot carry me.
A o Y i
sigani la yumkinu "an tahmilani

Test Analysis:

The Arabic plural means “more than two”, amdis sounds odd to talk
about someone who has more than two hands, eyss,oedegs. The system
should have interpreted English plural in the abexemples as Arabic dual.

The dual can still be expressed in Englisa mumber of ways: when
the two nouns are joined @and, or when a plural noun is preceded by
two, couple of or both The Arabic translation must be dual, requiring th
demonstratives, relative pronouns, verbs, adjestigte. to agree with the
noun in duality.

Test Examples: The Dual: Some Expressions

a. These two men b. These two women
OalaTl £ 5 il ey oY 3
ha'uld’i-r-ragulain ha’'ula’i-l-'imra’atain

c. Those two men d. Those two women
Oalal) il Gl Y il
"tla’ika-r-ragulain 'tla’ika-I-"'imra’atain

e. The two men who smile f. The two women who smile
Oleniin A T Olanid 3 ol ey
"ar-ragulani-I-ladi yabtasiman "al-"imra’atani-I-ladi

tabtasiman

g. They are two good boys. h. They are two good girls.
s ol aa laa UL
hum waladani gayyidin hum bingni jayyidat

I. Two active, diligent women attended the meeting.
gliay) U yuma cillands Gilagiae Gl )
‘imra’atani mugdtahidat nasitat hadarata-I-’igtima’

j. Two active, diligent men attended the meeting.
glaa¥l | paa o skl & sagine (Sla
ragulan mugdtahidini nasitiina hadara-I-’igtima’

k. The two girls love their mother.
el QAT )
"al-bintani tuhibbani 'ummahum

|. Both boys love football.
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285 S (g oY YIS
kila-l-'awladi yuhibbiina kurata gadam
m. Both girls love football.
283 S g Gl Bl
kilta-I-banati yuhbibna kurata gadam
n. Both of them love football.
283 S g Laadis
kilahuma yuhibbu kurata gadam
0. The boy and the girl are happy.
S il 5 Al &)
‘innna-l-walada wa-I-binta sa‘idah
p. She and | were school fellows.
S\M\JJ C—)\A‘) o LJJ (_?‘5
hiya wa "ana kuntu zumala’a dirasah
g. He and his wife are always fighting.
Ladly e ain g 59 5o
huwa wa zawdatuhu tugatilu da’ima
r.Jack and Jane went to the garden and played faotbal
58 Canl s sl ) Cand a5 Sl
gak wa gan dahaba ’ila-l-hadigati wa la‘iba kurata gadam
s.Jack and John went to the garden and played fdotbal
85 S Ladgdnoall N lad o s s
gak wa gin dahaba ’ila-I-hadigati wa la‘iba kurata gadam
t. He finished the work after a couple of hours.
Odie b amy Jandl g3
"anha-I-‘amala ba‘da sa‘atain
u. A couple of boys were playing in the garden.
Agaall ALl 8 Y Y 55
zawgu-I-'awladi kana yal‘abu fi-I-hadigah
v. A couple of girls were playing in the garden.
Agal) 8 Galy G i) 2
zawgu-l-banati kana yal abu fi-I-hadigah
w. A couple of birds were flying over there.
Al Dl & sl 2 55
zawgu-t-tuydri kana yatiru hunak
X. He drank a couple of glasses.
218 755
Sariba zawga-1-'agdah

Test Analysis:

The system recognizes the dual only when tumrnis preceded kbiyvo and,
only in this case, succeeds in assigning the comember to the verbs as in
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examples, f, i, jandk. In examples throughd the system fails in getting the
dual form of the demonstratives. In exampemndf the system fails in getting
the dual form of the relative pronouns. In exampgjélsroughj the system fails
in getting the dual form of adjectives. In examglthe anaphoric pronominal
their was not interpreted as dual. The noun modifiedhdth must be dual and
the verb must be singular. However, in exampleand m this rule is not
correctly followed. In exampla the translation is correct. When two singular
nouns are joined by the coordinating conjunctowl they must be interpreted
as dual. This rule is not followed in examptethroughr. In example s it is not
clear why the system has succeeded in identifyiregdual. Perhaps this is
because it can identify the gender of both promems JackandJohn). This
may explain the contrast between examplesds. In examplet the system
identifies couple ofas meaning dual, yet in exampleghroughyx, it fails in
reaching this conclusion.

6.4.1. Proposed Solution

The problem with the dual can be dealt withirdythe analysis phase.
Instead of marking the NP @$ural the system must make allowance for
dual, taking into consideration that the target langu&g Arabic. Then
during generation the system will specify the gratioal changes
needed for agreement and the final morphologicdization.

If the NP is marked agslural with no allowance fodual, then the
system will have, during transfer, to look back iagat the internal
structure of the NP and whether it denotes twotiestior more. This
means that the transfer phase will make furthetyaisaof the source
language, which is not related to its original taklat is making bilingual
changes. Therefore despite the fact that markieg NP for dual in
analysis is not linguistically motivated, no otl@rase has the ability or
efficiency to undertake this task. The monolingaualyzer has the ability
to look forward and backward (backtracking) andraedor contextual
clues to define the correct number of the nounadwantage which is
lacking in other phases.
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6.5. Anaphora

Anaphora is a “reference being made to artyemtentioned explicitly
elsewhere in a text.It covers the area of reflexive pronouns, reciptec
possessives, and pronominals. “When translating lismaguages which
mark the gender of pronouns, for example, it isessal to resolve the
anaphoric relations?” otherwise, agreement rules (between anaphoric
pronoun and antecedent) in the target languagebeilliolated resulting
in an incoherent, ungrammatical, and sometime imprehensible
translation.

It must be noted that “not all pronouns arepdmoric’®. The pronouns
I, we andyou are not anaphoric as they “refer directly to speakriter
and addressee(s) rather than by virtue of anaph@i@tion to an
antecedent” This is why | assigned a separate section above fo
discussing the problems which pronouns may pos&TtoPronouns were
discussed earlier as a translational problem, gedting the correct
equivalent for each pronoun. In this section | wicuss some pronouns
as anaphoric pronominals, i.e. establishing the lietween the pronoun
and its antecedent.

Test Examples. Reflexive Anaphors. Himself, Herself and Ourselves.
a. The boy must depend on himself.
At e e o o a1
"al-walad yagibu "an ya'tamida “ala nafsih
b. The girl must depend on herself.
"al-bint yagibu "an ta‘tamida ‘ala nafsiha
c. We must depend on ourselves.
Ll e Saiad 1 Caag o
nahnu yadibu 'an na‘tamida ‘ala "anfusina

Test Analysis:

The system makes correct translations of ¢flexives. It is expected that
there will be no problem in translating the reflexipronounshimself and
herselfas the English pronouns convey both gender andaurimilarly, the

1 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 95.

2 Ibid., p. 95.

% Rodney HuddlestorAn Introduction to English Transformational Synt&ssex:
Longman, 1976, p. 252.

* Ibid.
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reflexive ourselvesneeds no further analysis because the Arabiclatos is
straightforward.

The problem arises when translatyaurself, yourselves, themselves
and itself. In Arabic, the anaphoric pronoun which is equewal to
yourself must agree with the antecedent in gender (feminome
masculine):

yourself (m) => nafsuka®
yourself (f) =>  nafsuki’

Test Examples: Reflexive Anaphors: Yourself
a. The man said to his son, “You must depend on ydfuirse
ol o el o Caag Gl ! can) 3 Uy O
qala-r-ragulu "an ‘ibnahu, “’'anta yadibu 'an ta'tamida ‘ala nafsik.”
b. The man said to his daughter, “You must dependoamself.”
ol o daiad i aag Gl !ty o Janl
qala-r-ragulu "an bintahu, “'anta yagibu "an ta‘tamida ‘ala nafsik.”

Test Analysis:
Only the translation in exampdds correct. In examplb the system fails in
identifying the correct gender of the pronowou and the reflexiverourself

When translating the reflexiyourselveswe need first to detect its
appropriate gender (masculine or feminine) and rarr(dual or plural):

yourselves (dual) =>  ’anfusukuma?
yourselves (plural, masc)=> ’anfusukum®
yourselves (plural, fem) => ’anfusukunna’

Test Examples: Reflexive Anaphors: Yourselves

a. The man said to his two sons, “You must dependaumsglves.”
" Sl e daied () Cang Cl " caslil 3 eyl Q8
gala-r-ragulu "an 'abna’ihi, “'anta yagibu 'an ta‘tamida ‘ala
anfusikum.”

b. The man said to his sons, “You must depend on gbres.”

! Word ending may differ according to case. For eplaqmafsukamay also be
realized asafsaka(ACC) andnafsika(GEN).

2 nafsaki (ACC), nafsiki (GEN).

"anfusakuma (ACC), "anfusikuma (GEN)

"anfusakum (ACC), "anfusikum (GEN).

> *anfusakunna (ACC), ‘anfusikunna (GEN).

A~ W
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" aSaiil o daiad () Gang Gl " caslul ) Tl s
gala-r-ragulu "an 'abna’ihi, “'anta yagibu 'an ta‘tamida ‘ala
anfusikum.”

c. The man said to his daughters, “You must depengbornselves.”
" ,(,.sm;i e it o Saady Sl sl o Janyl
gala-r-ragulu "an 'banatihi, “’anta yagibu 'an ta‘tamida ‘ala
anfusikum.”

Test Analysis:

The translation of the pronoyou is wrong in the three examples above,
resulting in clear violation of the agreement rubesween reflexives and their
antecedents. In exampeit is not clear why the system fails in identifgitwo
sonsas dual.

When translating the reflexitbemselvesve need first to detect its
appropriate gender (masculine or feminine) and rarngbual or plural)
as well as whether it denotes human or non-humdity.elVhen the
antecedent in non-human plural it is treated asr@m® and singular.

themselves (dual) => nafsahuma'
themselves (plural, masc) =>  ’anfusuhum?
themselves (plural, fem) => ’anfusuhunna®

themselves (plural, non-humany>  nafsuha*

Test Examples: Reflexive Anaphors. Themselves

a. The two boys must depend on themselves.

el e ot ol Caagy lal 1)

"al-waladani yagibu 'an ya‘tamida ‘ala "anfusihim.
b. The two girls must depend on themselves.

il e el o Gand i

"al-bintani yagibu 'an ta‘tamida ‘ala "anfusihim.
c. The boys must depend on themselves.

il e gaaiag of Casg aY Y1

"al-"awladu yagibu 'an ya'tamidid ‘ala "anfusihim.
d. The girls must depend on themselves.

el e gpadia o Caag i)

"al-banatu yagibu "an ya'tamidna ‘ala "anfusihim.

! nafsaihima (ACC, GEN).

2 *anfusahum (ACC), ‘anfusihim (GEN).

3 *anfusahunna (ACC), anfusihinna (GEN).
% hafsaha (ACC), nafsiha (GEN)
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e. The cats must depend on themselves.
gl e Adiad (o Cang Jakadl
"al-qgitatu yagibu 'an ta tamida ‘ala "anfusihim.

Test Analysis:
Only translation in exampteis correct. In all other examples the reflexives
do not agree in number and gender with their adsus.

Regarding the anaphoric reflexive pronoitself, the Arabic
equivalent must agree with the antecedent in gender

itself (fem) => nafsuha
itself (masc) => nafsuhu’

Test Examples: Reflexive Anaphors: |tself

a. The cow must depend on itself.

Lot o 3aia% () Cang 3 84)

"al-bagaratu yagdibu ‘an ta'tamida ‘ala nafsiha.
b. The bull must depend on itself.

A e daiay 0 Caag A

"at-tawru yadibu 'an ya‘tamida ‘ala nafsihi.

Test Analysis:
The system successfully identifies the corrgehder ofitself in both
examples.

Regarding reciprocals, Arabic makes a digtimctaccording to
number and gender as follows.

each other (dual, masc)  => kullun minhuma-I-’abar
each other (dual, fem) => kullun minhuma-I-"ubra
each other (plural, masc) => kullun minhumu-I-"ahar
each other (plural, fem)  => kullun minhunna-I-'ubra

Test Examples: Reciprocal Anaphors. Each Other

a. The two boys love each other.

DAY agie IS Gliag ol

"al-waladani yuhibbani kullun minhumu-I-"ahar.
b. The two girls love each other.

DAY agie JS QAT il

"al-bintani tuhibbani kullun minhumu-I-"ahar.
c. The boys love each other.

! nafsahu (ACC), nafsihi (GEN)
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AY agie JS sy YY)
"al-"awladu yuhibbina kullun minhumu-I-"ahar.

d. The girls love each other.

AY) agie IS Gy Sl
"al-banatu yuhbibna kullun minhumu-I-"ahar.

Test Analysis:

Only the translation in is correct. In all other examples the system fails
assigning the correct number and/or gender ford¢hgrocal to make it agree
with its antecedent.

Another type of anaphora is the pronominalsictv can have either

internal or external reference, i.e. their refeeemeay or may not be
mentioned in the sentence. In the following examitie most workable
explanation is that pronouns have their referend¢be sentence.

Test Examples: Anaphora: Pronominals
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a. The boys believe that they are diligent.

O agths () sa8iad 3Y Y )
‘inna-l-"awlada yatagiddina bi-’annahum mugtahidan.

b. The two boys believe that they are diligent.

O aely Glaiag cpal ) 1)
"inna-l-waladaini ya‘tagidani bi-'annahum mugtahidan.

. The two girls believe that they are diligent.

Osdeine aeily laiad il )
‘inna-I-bintain ta‘tagidani bi-’'annahum mugdtahidan.

. The girls believe that they are diligent.

Oseina aetl (g il
‘inna-l-banati ya taqgidna bi-’annahum mugtahidin.

. The girls went to bed because they were tired.

"al-banatu nimna li'anna hum gad "ut’ibd.

f. The girls met their brother while they were walkinghe garden.

.?%&\@b;ﬁ&;\)s&guﬁg&i OLlE cl)
"al-banatu gabalna "abahum bainama hum kani yamsiina fi-I-hadigah.

g. The girls met their brothers while they were wagkin the garden.

ABaall 8 (05 | 518 aa Lain gl il L i)
"al-banatu gabalna 'ihwatahum bainama hum kanid yamsina fi-1-
hadigah.

h. The boy depends on his father.

Al e M Sty
ya tamidu-I-waladu ‘ala "abih.

I. The girl depends on her father.



e e &) Aaiad
ta tamidu-I-bintu "ala "abiha.
j- The boys depend on their father.
gl e () saaing 2Y 5Y)
"al-"awaladu ya tamidiina ‘ala "abihim.
k. The two boys depend on their father.
ael Gle (laaiag Glal )
"al-waladani ya‘tamidani "ala "abthim.
|. The two girls depend on their father.
gl e glaaiad il
"al-bintani ta tamidani ‘ala "abihim.
m. The girls depend on their father.
el e (adia )
"al-banatu ya‘tamidna ‘ala "abihim.
n. The girls and their brother are diligent.
Agine palal s i) 3
‘inna-l-banati wa "abahum mugtahid.
0. The cats depend on their father.
-?é-k’i e Adiad Jaladl)
"al-gitat ta‘tamidu “ala "abthim.

p. The bull depends on its father.
Al e T ddiag
ya tamidu-t-tawru “ala 'abih.

g. The cow depends on its father.
,LG_),J e iﬁ,d\ Adiad
ta‘tamidu-I-baqgaratu ‘ala "abiha.
r.The book and its cover were torn.
"al-kitabu wa gita’ihi gad muzziga.
s.The table and its cover were cleaned.
et 38 Litae 4 3acaial)
"al-mindadatu wa gita’iha gad nuzzifa.

Test Analysis:

The anaphoric pronomintieyis translated correctly in exampde yet in
examples throughf, the pronouns clearly do not agree with their egdents
in number and/or gender. In examgléhe pronoun is ambiguous as it can refer
either tothe girls or their brothers The same problem is shown with the
anaphoric possessivkeeir. Only the translation inis correct; yet in examples
k through o the pronouns in Arabic do not agree with theireaatlent in
number and/or gender. Examplgs through s show how the system
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successfully assigns the gender of the pronouss. ibted that in examplas
ands the coordinated wordgita 74/ andgita iha are not assigned correct case.

Pronominals may also have external refereineetheir antecedent is
not mentioned in the sentence. The antecedent @ag leen mentioned
in earlier sentences, or it may just be “on thadhiof both the speaker
and the hearer-”

Test Examples: Pronominalswith External References

a. They depend on the boy.
Al e O saaing
ya tamidina ‘ala-lI-waladi.
b. The boy depends on their father.
el Sle Al Adia
ya tamidu-I-waladu ‘ala "abihim.
c. The boy depends on them.

pele A Adiny

ya tamidu-I-waladu ‘alaihim.

Test Analysis:

The anaphoric pronouns in the above exampes kxternal references as
there are no antecedents in the sentences. Soesftesblution, which the
system has already made, is to use the default nkechaform, i.e. the
masculine.

6.5.1. Proposed Solutions

1. With the reflexive pronounsimself herself,and ourselvesno special
handling or further analysis is needed since theyebhstraightforward
Arabic equivalents. They can be taken as a fre= rid

2. The other reflexive pronouysurself, yourselves, themselves, itaslf
well as pronominals must be co-indexed with theiteaedents and
assigned appropriate grammatical features of nurteigender.

3. Sometimes the anaphoric reference cannot béliebed due to
ambiguity. “In fact anaphora can be thought of a®@ of ambiguity,
in that the antecedent of a given pronoun mightteertain.? In this
case it is, to a great extent, considered the falulthe writer who

! |an RobertsComparative Syntax.ondon: Arnold, 1997, p. 128.
2 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 95.
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“should eliminate such ambiguity, either by suloititg a noun for the
pronoun or by clarifying the antecedeht.”

Test Example: Ambiguous Antecedent

a. The men met the women and they were happy.
Sl | 18 aa 5 2Ll | 5LE JaT)
"ar-rigalu gabali-n-nisa’a wa hum kani sa‘idat.

In the above example, the prondbaycan refer tanenor womenor
both of them or even an external referent. Neidterctural, textual, nor
semantic clues can be found to resolve this amtyig@®nly the real
world context (which is not accessible to the maehican provide an
answer. Yet the machine can take a best-guess agprto give a
plausible output.

6.6. Infinitival Phrases

Infinitival phrases are composed of verbshim infinitive form usually
preceded by the infinitival partick®. They lack overt subject, tense and
agreement, or as Radford puts it: “Nonfinite vesbais are intrinsically
tenseless and agreementleés®gep structure analysis of these phrases,
however, is “needed for translation into a languagech makes the
subject of the embedded sentence explicit or whkaaving what the
subject would be is needed for gender or numbereagent

Infinitival phrases are usually classifiedoirthree categories: raising
sentences, control sentences, and plain infinitfudmitives without the
particleto).

6.6.1. Raising Sentences

Raising sentence involves sentences wherestibgect has moved
from the infinitive complement to become the subje€ the main
sentence. We can first look at the following exaemspl

It seems that he is a good student.
He seems @o be a good student.

! Perrin Smith Cordelandbook of Current Englisi8® ed., Glenview, lllinois:
Scott, Foresman and Company, 1968, p. 90.

2 Andrew RadfordTransformational Grammar: A First Cours€ambridge:
Cambridge University Press, 1988, p. 288.

3 W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 32.
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The second sentence has undergone ‘raisingievie subject of the
complement clause is “raised up to become the xalaiuse subject by
application of(subject to subject) raising, leaving behind an empty
category trace’In the above sentence we notice that the empegoay
e is co-indexed with the subjebe This process occurs with a limited
category of verbs (called ‘raising verbs’) likeem, happen, appeand
turn out It occurs also with “a small class of adjectivedich we can
call raising adjective$’such adikely andcertain

With raising sentences, the subject of thmine is the subject of the
main clause. So in the Arabic translation the verlthe second clause
must agree in number and gender with the subjebiitirst clause.

Test Examples: Raising Sentences

a. The boy seems to be happy.
S 05 0 A0 e
yazharu-l-waladu ’an yakiina sa‘id.

b. The girl seems to be happy.
B (88 ) Gl Tyelad
tazharu-I-bintu "an takiina sa‘idah.
c. The boys turned out to be smart.
,;L;S'ai \J)g_lé JYJS{\
"al-"awladu zahara "adkiya’.
d. The girls turned out to be smart.
S ek )
"al-banatu zaharna dakiyyat.
e. The boy is believed to be good.
s 08 O AR AN
‘inna-l-walada ya 'tagidu "an yakiina gayyid.
f. The girl is believed to be good.
Baa 088 1 Al L)
‘inna-I-binta ta'taqgidu 'an takdna gayyidah.
g. The boys appear to be good.
Ol G s YY)
"al-’awladu yabdiina-I-gayyidin.
h. The girls appear to be good.

! Andrew RadfordSyntax: A minimalist introductigr€ambridge: Cambridge
University Press, 1997, pp. 175-6.

2 Robert BorsleySyntactic Theory: A Unified Approac®® ed., London: Arnold,
1999, p. 157.
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ol ¢ s @l
"al-banatu yabdiina-I-gayyidat.

I. The boys happened to be smatrt.
eLSA S g AY NI 1 anlia
sadafi-l-'awladu wa ’an kana "adkiya’.

j- The girls happened to be smatrt.
LSS G ol s Sl paalia
sadafna-I-banatu wa ’an kana dakiyyat.

k. The girl is likely to be happy.

B 058 ) Jaiae Sl )

‘inna-l-binta muhtamalun ’an yakiina sa‘idah.
|. The girls are certain to be happy.

Sl 085 1l Gy i) )

‘inna-l-banati ba'd "an yakunna sa‘idat.

Test Analysis:

In examples throughh the system successfully identifies the subjedhef
raising verb to be the subject of the infinitiveowkver, in the rest of the
examples the system fails in detecting the cosebject. It is not clear why the
word order in the translation of the vesbem(in examples andb) is different
from that in the translation of the vetlrn out(in examples andd). It is not
clear either why the adjective gns prefixed by the definite article. Perhaps the
agreement is done wrongly with the noun insteatth@foronoun.

6.6.2. Control Sentences

Although control sentences have superficialiyilar structures with
raising sentences in that they both take infinito@nplements, they have
different underlying structure.

He seems @o understand the question.
He tries to PR@understand the question.

While the subject of the infinitival phrase faising sentences is a
trace of movement to the subject position of thsimg verb, the subject
of the infinitival phrase in control sentences isPRO, which is “a
referential pronoun which takes its reference fitgncontroller.* The
controller can be the subject of the control vesbhnathe above example,
or it can be its object as in the following example

He wants Johrio PRQ understand the question.

! Andrew RadfordSyntax: A minimalist introductigit€ambridge: Cambridge
University Press, 1997, p. 179.
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The controller can also be the object of psegm as in the following
example:

He appealed to Johto PRQ understand the question.

Moreover, the controller may be vague and otibe identified. This
occurs when “there is no overt controller withire teame sentence and
the reference of the controllee is therefore aabjtf”

PRQ To quit the job now will be wrong.

Here the reference “has an ‘arbitrary’ intetption meaning
approximately ‘someone or other ... with a weak ioglion that the
speaker and hearer are includéd.”

The controller may also be implied and notliexfy mentioned in the
sentence as in the following example, where theregice is the inferred
pronouni:

My aim was PROto make money.

Trying to account for the different behavidiboth raising and control
sentences, Borsléyproposes that the basic difference between the two
categories is that control verbs, likg, are capable of assigning thematic
roles (or6-roles for short) like agent and patient while iragsverbs are
not able to6-mark their subject. This is evident in the facttinaising
verbs, and not control verbs, can take the dumnmeéixe pronourit in
the subject position:

It seems that John understands the question.
* |t tries that John understands the question.

This is why the subject of the infinitival @se in raising sentences is
interpreted as the trace to the subject of thengagerb. Indeed, it is the
verb in the infinitival phrase that assigns th@ole AGENT to the
subject. This interpretation, however, is not wogkiwith control
sentences. A control vefbmarks its subject and hence cannot receive a
0-role from the verb of the infinitival phrase besatthis will violate the
0-criterion which states that: “Each argument bears and only oné-

! Geoffrey HorrocksGenerative Grammat.ondon: Longman, 1987, p. 254.

2 |lan RobertsComparative Syntatondon: Arnold, 1997, p. 135

® Robert BorsleySyntactic Theory: A Unified Approact ed., London: Arnold,
1999, p. 161.
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role, and eacl®-role is assigned to one and only one argumeiitie
only feasible interpretation of the subject is tlaeRRO which refers back
to its controller.

Test Examples: Control Sentences

a. He persuaded her to visit his father.
ol 550 el
'agna‘aha 'an tazdra 'abih.
b. He wanted to visit his father.
ol s ol )
"arada 'an yazdra 'abih.
c. He wanted her to visit his father.
o D5 0l Wl )
"aradaha "an tazdra "abih.
d. He appealed to her to visit his father.
o) D08 Ul Lecsl) 280G
nasada 'ila ha 'an taziira 'abah.
e. She went to England to learn English.
Ao ) e )kl ) L
dahabat 'ila ‘ingiltira "an tata allam inkiliziyyah.
f.She is able to go to the party.
Alaal) ) X i 8 s
hiya gadirah "an tadhaba ’ila-I-haflah.

g. He promised her to visit his father.
ol s 0l s
wa‘adaha 'an tazdra 'abih.
h. My aim was to make money.
Sl gy RRSLLS PR
hadafi kana 'an yagma'a mala.
I. His aim was to make money.
o g o Ol 4doa
hadafuhu kana 'an yagma'a mala.
J. Her aim was to make money.
e a8 Ledoa
hadafuha kana "an yagma‘a mala.

k. The task of the manager is to organize work.
ae Q238 1 gl faga
‘inna muhimmata-I-mudiri "an tunazzima ‘amal.

|. He thought that his responsibility was to bringgeeto the region.

1 N. ChomskyLectures on Government and Bindjmprdrecht: Foris, 1981, p. 36.
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Adkiall ) a3 Gl (4l Sl aid g e Gl Siie )
'i'tagada bi’anna mas'iliyyatahu kanat "an tagliba salam ’ila-I-
mantiqah.

m. We are not in a hurry to know the results.
U G ad o Alse AV s
nahnu 13 fi ‘adalah ’an ta'rifa-n-nata’ig.
n. They have nothing to do.
Jang 1 {23 3
hum gad 13 Sai'u "an ya 'mal.
0. She found nothing to eat.
JSE ) Ly sy
wadadat 1a Sai'a "an ya’kul.
p. It was silly of them to come late.
Al s O e i S
kana sahif minhum "an yadi'a muta’abhir.

g. To quit the job now will be wrong.
bl 08 o) Jeh &5
"an tatruka-s-Sugla-I-'ana sayakinu hati'.
r. There was nothing to eat in the fridge.
Ao 8 Jst of LasY 38 ellia
hunaka gad 1a Sai’a 'an ya’kula fi-t-tallagah.

Test Analysis:

In examples throughf the system succeeds in detecting the correct dubje
of the infinitival. However, in examplegg throughp, it fails in identifying the
correct subject, and so fails in making the verlbeagwith its appropriate
subject. In exampleg] and r the subject could not be inferred from the
sentence. Maybe the best solution is to translaemtas verbal nouns
(masdars) to preserve the ambiguity of the subject.

6.6.3. Plain (without £o) Infinitives

Plain infinitives, or infinitives without thearticle to, occur after
modal verbs. In this case the modal verb is anlianxiverb while the
main verb is the infinitive.

Test Examples: Plain Infinitives

a. He can speak English.
(s ol IS G (S a
huwa yumkinu "an yatakallami ‘ingiliz.

b. She can speak English.
A3l QIS 0 (e oA
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hiya yumkinu ’an tatakallama ’inkiliziyyah.

c. The boys could understand him.
o 5aed O (S Y 5Y)
"al-"awladu yumkinu “an yafhamdbh.

d. The girls could understand him.
Alngls 1 (e Sl
"al-banatu yumkinu 'an yafhamnah.
e. The boys should help him.
o5l o Gaay aY )
"al-"awladu yagibu 'an yusa‘idih.
f. The girls should help him.
Asae b ol Gaag i)
"al-banatu yagibu ‘an yusa'idnah.
g. | will help you.
RECS T
"ana sa’usa ‘iduk.
h. You must go now.
OV G 1l Laag il
"anta yagibu 'an tadhaba-I-"an.

Test Analysis:

In all examples the system succeeds in makireg translation of plain
infinitives agree with their subjects. It is notit the translations of the word
Englishin the first two examples agree with the subjaagender, which is not
correct, as the word is used as a noun not antadjett is also noted that the
word is spelled differently each timenfilizi vs. ‘inkiliziyyah).

The plain infinitives can also occur afterh&of perception and after
makeandlet. In this case the infinitives are known to oridipdcome
from embedded sentencésind their subjects are always the objects of
the main sentences.

Test Examples. Plain Infinitives
a. | saw the boy carry the book.
G g Al &l
ra’aitu-l-walada yahmilu-I-kitab.
b. | saw the girl carry the book.
LS (e ) &l
ra’aitu-l-binta tahmilu-I-kitab.

! Mark Lester)ntroductory Transformational Grammar of Englist ed., New
York: Holt, Rinehart and Winston, 1976, p. 240.
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c. They heard her speak.
A W gaa
sami Uiha tatakallam.

d. They heard him speak.
sami Uhu yatakallam.
e. Don't make me laugh.

alal Jland Yy
13 tag alni adhak.
f. He let the boys use his car.
Ak O slanian Y Y1 & S
taraka-l-'awlada yasta 'millina sayyaratah.

g. He let the girls use his car.
Ak Glanding i) & 5
taraka-l-banati yasta‘'milna sayyaratah.

Test Analysis:
The system also succeeds here in making éimslation of plain infinitives
agree with their subjects.

It must be noted that there is a non-finitédbveonstruction other than
the infinitive. This is the gerund (verb + ing) whifollows some verbs
such asavoid, consider, delay, deny, enjoy, forbid, mipdstpone, risk
andsuggestThe gerund following these verbs functions asannand is
“used as the object’df the verb. | did not allocate a separate sedtion
this type because the translation into Arabic dustsneed linking these
verb forms with controllers. The best solution asttanslate them into
similar non-finite forms, which is calledasdar or verbal noun.

Test Examples: The Gerund
a. | can't avoid meeting him.
AL Sl G ERa Y
"ana la yumkinu "an 'atagannaba 'uqabilah.
b. 1 will consider visiting him.
A0 Hoell Ul
'ana sa’a tabiru ziyaratah.
c. He denied attacking her.
Ll Sl
"ankara muhagamata ha.

! Betty Schrampfer Azat/nderstanding and Using English Gramm&nglewood,
New Jersey: Prentice-Hall, 1989, p. 150.
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d. | can't risk losing that job.
Jacal) @y as Al o fgd Y
"ana la yumkinu "an 'ubatira fagda dalika-s-Sugl.

Test Analysis:

In the first example the system translatesgéneind as a verb while in the
rest of the examples, it translates themmasdars. Yet all the sentences are
considered ungrammatical because they lack thecigarann in examplea,
lack the prepositiomi in exampled, have wrong morphological generation in
examplec, or make a wrong translation of the verb in exapl

6.6.4. Proposed Solution

Making correct agreement in the target laggudepends on detecting
the right subject of the verb in the infinitival ialse. This can be done by
properly co-indexing the trace (in raising sentshag PRO (in control
sentences) with the appropriate NP.

6.7. Participial Phrases

Like infinitival phrases, participial phrasase both subjectless and
tenseless. Participial phrases can be composegretant participle:

Wishing to earn more money, he traveled abroad.
or a past participle:
Hardened by the experience, he did not give up.
or compound (present followed by past) participles:
Having completed his work, the old man went home.

Participial phrases pose a problem duringstedion especially when
the target language, like Arabic, has no equivagnicture and hence
requires an explicit subject and subject-verb agesg.

Test Examples: Participial Phrases
a. Wishing to earn more money, he traveled abroad.
IR 8 Al ST sl &S (A D))
"ar-ragbatu 'an taksaba fulls "aktar, safara fi-l-barig.

b. Going to school, the student lost his bag.

tadhabu ’ila-I-madrasah, at-talibu fagada hagibatah.

c. Bornin England, she spoke perfect English.
Al 4 5] LSS o i) 6 Al sl
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"al-mawlid fT ingiltira, takallamat "inkliziyyah tammabh.

d. Hardened by the experience, he did not give up.
;J...u.m\ Lo sa 3l uj;a.ix
musallab bi-I-hibrah, huwa ma ’istaslama.
e. Taken by surprise, she gave up.
Laaliin) e cpa e 2al
"ahada "ala hini girrah, 'istaslamat.

f.Having completed his work, the old man went home.
a5 gamdl Ja ol Caad calee JaS) Le 2y
ba‘da ma 'akmala ‘amalah, dahaba-r-ragulu-I-‘agizu ’ila-I-bait.
g. Having completed her work, the old woman went home.
a8 saadl Caad clelae JaS) Le 2y
ba‘da ma 'akmala ‘amalaha, dahaba-I-'aguzatu ’ila-I-bait.
h. Having been abroad for thirty years, they knew manguages.
Sl e el )58 5o i ¢ S0 Al 8 S e axy
ba‘da ma kana fi-I-harig li-talatiina sanati, ‘arafu-I-'adida mina-I-lugati.
I. Having been abroad for thirty years, she knew mlanguages.
Sl (e el T je A (SO 2 AN 8 IS ey
ba‘dama kana fi-I-harig li-talatiina sanati, ‘arafati-I-‘adida mina-I-lugati.

Test Analysis:

Only translation in exampfas correct. In all other examples the translation
is wrong either because the verb is translated agnainal or as a verb that
lacks correct agreement features.

6.7.1. Proposed Solution

In order to render this type of sentence Axtabic, the sentence needs
to be rephrased. In doing so, it must be takenaotwideration that “the
performer of the action of the verb in particigiatm is the subject of the
attached clausé,”and so the verb must agree with it. To rephrase th
sentence we will have to go through three steps:

1. The verb will be tensed.
2. The subject will be made explicit.

3. An appropriate conjunction (suchwakile, as, becauser after) will be
used. The output will be something likks he was wishing to earn
more money, he traveled abrqgaflecause he was hardened by the

! Ronald ForrestRevision EnglishEssex: Longman, 1968, p. 42.
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experience, he did not give ;ugnd,After he had completed his work,
the old man went home

6.8. Lexical Gaps

Lexical gaps mean “lexical items or strings ichh have been
completely deleted’from the sentence. English, for example, perrhiés t
omission of relative pronouns creating a problem #malysis and
consequently for generation where targets are ownd to agree with
their correct controllers. The problem can be shala following
examples proposed by Hutchins

The mathematics students sat their examinations.
The mathematics students study today is very comple

The sequencéhe mathematics studentsist be analyzed differently
in each of the above sentences. While in the $estence it is an NP, in
the second sentence it is an NP followed by aivelaironoun Which),
which is optionally omitted, and then another NRttkonstitutes the
subject of the embedded sentence which modifiesfitee NP. These
structural differences cannot be easily detectedroM T system.

Test Examples: Lexical Gaps

a. Medicine, which students study today, is great.
ebae casll sy U (53 cball
at-tibbu, ’al-ladi tullab yadristina-I-yawma, ‘azimu.
b. Medicine students study today is great.
slabe a5l ) su ) GO
tullabu-t-tibbi yadristina-I-yawma ‘uzama’.

c. The woman whom we saw yesterday is poor.
8 ual G 01 8,3 3
‘inna-I-"imra’ata-I-lati ra’aind "ams faqjratu.
d. The woman we saw yesterday is poor.
ol Gl 55 8150y 1
‘inna-l-'imra’ata ra’aind "ams fugara’.
e. The woman | work for is very rich.
Jas (ad Qe T3l ey

L' W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 34.

2 From W. J. Hutchins and Harold L. Someks, Introduction to Machine
Translation London: Academic Press, 1992, p. 90.
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"al-’'imra’atu "a’malu I-ganiyyun giddan.
f. The school | went to yesterday is old.
8 Gl ) a3 A 20l
‘inna-l-madrasah dahabtu 'ila "ams gadim.
g. The car | told you about is expensive.
e e il Ul
"as-sayyaratu ‘ana ‘ahbartuka ‘an gali.
h. The man | depend on has died.
IR Sle Adef Jal
"ar-ragulu 'a‘tamidu ‘ala gad mutt.

Test Analysis:

The presence of the relative pronouna endc has enabled the system to
make correct agreement between the predicativetadje and their subjects.
The lexical gap in the rest of the examples hasthedsystem to confuse the
translation of the embedded sentence as well #eeahain sentence, leading to
the loss of agreement information.

Sometimes lexical gaps are even more comple&nwthe relative
pronoun and the auxiliary verb are missing:

Test Examples: Complex Lexical Gaps

a. The woman carrying her child crossed the road.
Gkl e Lelih (LS 3l jaY)
"al-’'imra’atu tahmilu tiflaha ‘abara-t-tarig.

b. The man studying engineering failed the exams.
Lblatie) Culd A (oY o)l
"ar-ragulu yadrisu handasata fasilati-I-'imtihanat.

c. The woman attacked by the terrorists is poor.
o108 Cla Y1 U8 e 1aY) Laals
hagamati-I-'imra’atu min gibali-I-'irhabiyyina fugara'.

Test Analysis:
Due to lexical gaps the system confuses tlmstation and misses
agreement information.

Sometimes the infinitive after the partieteis omitted. This “occurs
when theto refers to a verb that has previously been uS&mr example:

| will come if I'm able to (come).

IC. E. Eckersley and J. M. EckersldyComprehensive English Gramm&ssex:
Longman, 1960, p. 232.
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Test Examples: Lexical Gaps: Infinitives

a. | will help you if I'm able to.

56 G Sae Ll Ul

"ana sa’'usa‘iduka 'ida 'ana qadirun ila.
b. You can come if you want to.

N 213 b e O (8 Ll

"anta yumkinu 'an tagi'a ‘ida turidu ‘ila.
c. He works more than he needs to.

) zlss e SS) ey

ya 'malu "aktar min yahtagu ila.

Test Analysis:
The translation is faulty because lexical gapse not handled in the output
sentences.

6.8.1. Proposed Solution

The general rule with lexical gaps is thatytineust be appropriately
filled during translation. If it is only the rela® pronoun that is missing,
an appropriate relative pronoun should be presestqdicitly in the
target language. The relative pronoun must agréle & controller in
number and gender. If both the relative pronoun andiliary are
missing, the “syntactic generation involves theskbn of an appropriate
relative pronoun and an appropriately tensed vemin f*

There is no equivalent in Arabic to the Ergliselative pronoun
(whom, which, thatthat can serve as an object or object of preposit
Arabic translation contains a relative pronoun andther pronoun that
serves as an object or object of preposition.

"ar-ragulu-l-ladi dahabtu ’ilai-h
The man who | went to him
The man whom | went to

Regarding the third problem where the infugtis omitted after the
particle to, the syntactic generation must provide an expireitb that
agrees in number and gender with the controller.

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 133.
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6.9. Intersentential Agreement

Analysis in MT is undertaken at the senterligakl. “The majority of
MT systems are restricted to the sequential arsbfssingle sentence$.”
One of the shortcomings of this approach is thk tfacoherence across
sentences. In the output translation, it is comnesee pronouns which
do not agree with their antecedents in number adege This is due to
the fact that they are not initially co-indexedtive analysis phase. For
example, the “meaning or reference of a pronougeiserally evident
from its context.® This context is not necessarily provided in thmesa
sentence, but it might be mentioned earlier asahaphoric relation may
cross sentence boundariesThe context is essential both for recognizing
the reference of pronouns as well as for detet¢liegntended meaning of
words.

Test Examples: I ntersentential Agreement

a. | have two sons. They are very diligent.
Jax (sagine pa Gl (s U
"ana ‘indi ‘ibnan. hum mugtahidina giddan.
b. I have two daughters. They are very diligent.
Jaa O sagine ab ol (g2 Ul
"ana ‘ind1 bintan. hum mugtahidiina giddan.
c. | have three sons. They are very diligent.
Jaa (sagine aa 2Ll 4D 52 Ul
‘ana ‘ind talatatu "abna’. hum mugtahiddna giddan.
d. | have three daughters. They are very diligent.
Jas () saginne ab Gy G s U
"ana ‘indi talatu banat. hum mugdtahidiina giddan.
e. | have three cats. They are very beautiful.
Jaa O shas aa Jadad O X U
‘ana ‘indT talatu gitat. hum mugdtahidiina giddan.
f.1 have a dog. It is black.
Sl 43) LIS o2 U
‘ana ‘indi kalb. ‘innahu "aswad.
g. | have a cat. It is black.

! Ibid., p. 88.

2 Perrin Smith Cordetiandbook of Current Englist8® ed., Glenview, lllinois:
Scott, Foresman and Company, 1968, p. 89.

% Rodney Huddlestorn Introduction to English Transformational Synt&ssex:
Longman, 1976, p. 251.
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Sl 43) Adad X Ul
"ana ‘indi gitah. ‘innahu "aswad.

h. I have three dogs. They are black.
s COS A o2 U

‘ana ‘indi talatatu kilab. hum sad.
I. | have three cats. They are black.
Ay ad Jalad GO s Ll
‘ana ‘indT talatu gitat. hum sid.
j. Three women escaped from prison. A few days laker,police found
the runaway prisoners and arrested them.
eeiliie) 5 sled) lialid) Eaany dda a1 (il 2y 2Ll Ay Gall) (e (o sl &
talatu nisa’in harabna mina-s-sign. bid‘atu 'ayyamin ba‘'da dalika, 'as-
Surtatu wagadati-s-sugana’a-I-haribina wa i ‘tagalathu.
k. He was walking beside the river. Many lovely treese surrounding
its banks.
L jbae it Sl dliaall a1 (e )l uilas 30 (S 5
huwa kana yamsi bi-ganibi-n-nahr. ’al-‘adid mina-I-"asgari-I-Gamilati
kanat tuhitu masarifaha.

Test Analysis:
Each sentence is translated independentlyefiqus sentences, leading to
the loss of information needed for resolving anajghand lexical ambiguity.

6.9.1. Proposed Solution

MT systems must accommodate features with lwisientences are
linked, especially the reference of pronouns ardrmag expressions.
Each sentence cannot be properly interpretedsftaken as a standalone
entity. The information conveyed previously in thext is termed
‘contextual knowledge’. Contextual knowledge medatoring text-
driven knowledge” that has been mentioned in previous sentences or
paragraphs to be used in solving ambiguities. Hawewne difficulty
facing this approach is that it would not be clednat “pieces of
knowledge were likely to be used later, or how ltmgy should be stored
on the off-chance that they would be needed”

1W. J. Hutchins and Harold L. Some#s) Introduction to Machine Translation
London: Academic Press, 1992, p. 92.
2 Ibid., p. 92.
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6.10. Distance between Target and Controller

Sometime violation of agreement rules occlwgsaaresult of faulty
analysis when there is increased distance betwedarget and its
controller. The subject and verb, for example, loarseparated by relative
pronouns which can be either mentioned explicitipmitted.

Test Examples: Distance by Relative Pronouns

a. The young handsome woman speaks loudly.
e Csaan b pmiall dap o B el A
tatakallamu-I-"imra’atu-l-wasimatu-s-sadiratu bi-sawtin ‘ali.

b. The young handsome woman attending the lecturekspeadly.
e gy JISE B pualaall i s yulall dagu sl 51 5eY)
"al-'imra’atu-l-wasimatu-s-sadiratu tahdaru-l-muhadaratu tatakallamu
bi-sawtin ‘ali.

c. The young handsome woman attending the lectureeirirtternational

Conference Center speaks loudly.

e o saay AISH AN jaigall 58 pa A3 gualaall uand s uaiall dag gl 31 Y
"al-’imra’atu-l-wasimatu-s-sadiratu tahdaru-I-muhadarata fi markazi-I-
mu’tamari-d-dawliyyi yatakallamu bi-sawtin ‘ali.

d. There are poor people who sleep in streets andrsuéfim misery.
ol e sl s g O ) (8 () sally cpdll o) all il s
hunaka-n-nasu-I-fugara’u-Il-ladina yanamina fi-S-Sawari’'i wa yu'anidna
mina-I-bu’s.

e. There are poor people without homes, who sleefreets and suffer

from misery.
sl e e g el BN 8 AU Sl g s o) ) (i) llia
hunaka-n-nasu-I-fugara’u biddn biyGtu, "al-lati tanamu fi-s-Sawari'i wa
tu‘ani mina-I-bu’s.

Test Analysis:
In examplex and e the system fails to preserve agreement information
because of the increased distance between thedange their controllers.

Appositives can also pose a similar problemppdsitives are made by
introducing “predicate nominals and predicate adlsvaf location from a
constituent into a noun-modifying position of a masentenceX They
always follow the noun they modify.

! Owen ThomasTransformational Grammar and the Teacher of Englisew York:
Holt, Rinehart and Winston, 1965, p. 95.
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Test Examples: Distance by Appositives

a. My aunt loves roses.
st e
‘ammati tuhibbu ward.

b. My aunt, a telephone operator, loves roses.
s Sy Ay dale ¢ sias
‘ammati, ‘amilu baddalah, yuhibbu ward.
c. His sister came yesterday.
ol gl asal
"ubtuhu ga’at ‘ams.
d. His sister, a computer engineer, came yesterday.
ol sla dadla g il
"ubtuhu, muhandisu hasibah, ga'a "ams.
e. The girls are diligent.
Slagiaae i) ¢
‘inna-l-banati mugtahidat.
f. The girls in this school are diligent.
_id@.ﬁ;a ;}\.MJJA\ Y &A )
"al-banatu fi hadihi-I-madrasati mugdtahidah.
g. The books are useful.
e sl )
‘inna-I-kutuba mufidah.
h. The books in this place are useful.
PR COV RV QU PN
"al-kutubu f1 hada-lI-makani mufid.
Test Analysis:

In examplesb, d, f, and h the system does not preserve agreement
information due to the presence of appositives.
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6.10.1. Proposed Solution

Proper analysis, which can deal with long nopirases and
apposition, can be able to avoid confusion in detgaconstituents. This
enables the generation module to assign agreeeaiorés to appropriate
elements.

6.11. Agreement Conflict

In some few instances English nouns have gesml# are referred to
according to that given gender. This leads to ceinfuwhen the Arabic
equivalent has an opposite gender. For exampleyahees of countries in
English may be feminine or neuter while in Arabiey may be either
feminine or masculine.

Test Examples: Agreement Conflict: Gender of Countries
a. Egypt has her own characteristics.
Aalal leailad e poae
misru ‘indaha hasa isuha-I-hassah.
b. Irag has her own characteristics.
Al Lpailiad sdie (3l yall
"al-‘iraqu ‘indahu basa’isuha-I-hassah.

Test Analysis:
The system is blindly led by the source lamguand violates rules of
agreement of the target language, as shown by d&dmp

The same problem can occur with group nouAsgroup noun refers
to a group of people. It can take a singular orglluerb.™ When it takes
a plural verb, it is referred to with a plural poom which creates an
agreement confusion during translation.

Test Examples: Agreement Conflict: Group Nouns

a. The army are proud of their victory.
A aly sad s Glaadl )
‘inna-l-gaisa huwa fabtrun bi-nasrihim.
b. The family are proud of their victory.
pb s ) a8 Al )
‘inna-I-'a@’ilata hiya fahdratun bi-nasrihim.

! John Eastwood)xford Practice GrammaiOxford: Oxford University Press, 1992,
p. 142.

176



c. The group are proud of their victory.
P a3y a8 (A Ao ganall ()
‘inna-I-magm ‘ata hiya fahiratun bi-nasrihim.
d. The committee are proud of their victory.
P i3y sad 4 dalll 1)
‘inna-I-lagnata hiya fahiratun bi-nasrihim.
e. The team are proud of their victory.
PRl sl e (3 dll )
‘inna-I-fariga huwa faharun bi-nasrihim.

Test Analysis:

The system is also blindly led by the souargglage and violates rules of
agreement of the target language. In all the exesnpbove the possessive
pronouns should have been translated as singulaagi®e with their
antecedents.

6.11.1. Proposed Solution

It is the responsibility of the generation mtedto ensure that targets
do not have different gender or number from thatheir controllers in
accordance with the agreement rules.
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Conclusion

Different people take different attitudes toslsa machine translation
(MT). Some people express fear from the projechiex doubt its
validity; while still others maintain overambitiom the project.

Those who fear the project think that the nmaehwill replace the
human translator, and in the long run translat®a duman creative craft
will diminish or come to an end. However, this & a new attitude. The
fear of the machine has risen since the IndudR@iolution. It comes to
a peak each time the machine handles a new tasthwias previously
managed completely by humans. Historical evidencevgs that
machines were never rivals to humans. On the agntifaey constituted
marvelous aids. Monotonous, repeated tasks werentaker by the
machine while humans have more leisure for doifgerotreative tasks
besides helping and controlling the machine.

Similarly, computers are expected to be ofagréelp for the
translators worldwide. The number of translatord #reir time falls far
short of the increasing demand of the translatianket. Moreover, most
of the translation materials in the market are na#syuperiodicals, and
scientific journals. This type of materials is ceerized by four things.
First, it usually has a controlled, well-definednténology. Second, it has
a straightforward style, void of metaphors and Boyvlanguage. Third,
the frequency of repetition is great; it usuallyesishe same expressions
and even the same sentences. Fourth, it needs ispeadslation in order
to get to the market on time. In a nutshell, mdghe market translation
materials are repeated and monotonous, and nekd ttone in a short
time. This is where the machine has been and cands¢ effective and
successful.

When MT systems are successfully launched ha translation
workshop, this will give time to translators to @scon the kind of texts
that require greater creativity. Translators widcaneed to acquire new
skills. They will need to know how to interact andoperate with the
computer, pre-editing and post-editing texts, updaterminology, and
even writing new grammar rules when necessary.

Regarding those who doubt the validity of thieole project of MT
and question the ability of the computer to undertthis task, the only
answer that can be given to them is the many dpagedtprograms
available in the market today. Desktop programswa#i as Internet
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applications provide online translation from antbia large number of
world languages. It is true that the MT outputiggd and includes many
mistakes. MT in general does not match up to thadityuand accuracy of
human translation, and this is why it is not yet pu a reliable use.
However, the quality of MT output can be improved many ways:

improving system rules and formalisms, controllihg input language to
make it clean from flowery and ambiguous words, podt-editing the
translation to ensure the accuracy and readabilitige output text.

Some people overestimate the prospect of MiTbaheve that at some
point in the future computers will be able to tlats from one language
into another as easily as they make mathematicalatipns. However,
this idea is erroneous altogether. There is a hbiferdnce between
mathematics and language. Language is a psychalaid sociological
phenomenon that has puzzled philosophers, phisiegdinguists as well
as computer engineers throughout ages. Let me omeatily two of the
problems faced by MT: firstly a word usually dersot@more than one
meaning, and there is no clear mapping betweenssand the intended
meaning of the speaker. Secondly, translation reguinderstanding of
the input text, and understanding requires makinductions and
inferences and knowledge of the real word, whichoisa great extent
beyond the ability of the computer. If you can estpeerobot to walk, you
cannot expect it to race an Olympics athlete. Sirtyi] you cannot expect
the computer to translate all types of text or cetapwith the quality of
human translation.

This research shows that many shortcomingeamoutput of MT are
due to either faulty analysis of the source languagxt or faulty
generation of the target language text. Enhancetoefie output can be
done only by formalizing our linguistic knowledg@adaenriching the
computer with adequate rules to deal with the lisigz phenomenon.
Fully automated, high quality machine translatiBAKIQMT) has not yet
been achieved and is not expected to be achievidtkinear future. Yet
there is a lot that we can do to improve the quaiit MT output and
increase its usefulness.

The thesis has dealt with one of the feattine$ greatly affect the
output of MT, that is agreement. Some languagesimr@cpgreement
among sentence elements more than others. It ysbyriaking the target
language into consideration during analysis ofsiw@ce language and by
properly applying agreement rules during generatwan we can improve
the quality of translation.
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This piece of research concludes that Engle$ only ten agreement
features compared to twenty-four features fullyliagd in Arabic.
Therefore, agreement requirements in Arabic arenfare compelling
than their English counterparts. Arabic rich morplyccal variation is
due to a great extent to the requisition of agredfeatures.

The thesis has also identified eleven areas tause agreement
problems in the output in English-Arabic translati€ach area has been
fully explained, illustrated with examples, and yaded with proposed
solutions.

The principal practical achievement of thisea@rch is the construction
of an agreement test suite. This suite is a cadleaif examples that can
be used in testing different agreement featuresEmnglish-Arabic
translation. These examples have been used inrexplthe agreement
problems and are grouped together in Appendix & &pplications of a
test suite are varied as it can be used in testveuating, and measuring
the improvements of any MT system that handles iEmgArabic
translation.
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Appendix I: Agreement Test Suite

This is a list of test examples that has hesed throughout the thesis
to show problematic issues related to agreemergy Thn be used as a
test suite to evaluate the ability of an MT to Harmareement questions.
They can also be used during the development potesmeasure
improvements introduced to the system.

(Section 6)

. A diligent rich handsome man

A diligent rich handsome woman

Diligent rich handsome men

Diligent rich handsome women

| saw the diligent rich handsome men.

The man who drives the car

The woman who drives the car

The men who drive the car

. The women who drive the car

10.This man

11.This woman

12.These men

13.These women

14.That man

15.That woman

16.Those men

17.Those women

18.The boy goes to the garden and waters the flowers.
19.The girl goes to the garden and waters the flowers.
20.The boys go to the garden and water the flowers.
21.The girls go to the garden and water the flowers.
22.The boy went to the garden and watered the flowers.
23.The girl went to the garden and watered the flowers
24.The boys went to the garden and watered the flawers
25.The girls went to the garden and watered the flewer
26.0ne boy

27.one girl

28.two boys

29.two girls

30.three boys

31.three girls

32.four boys

33.four girls

34.ten boys

35.ten girls

36.eleven boys

37.eleven girls

38.twelve boys

39.twelve girls
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40.fifteen boys
41.fifteen girls
42.twenty-one boys
43.twenty-one girls
44.seventy-eight boys
45. seventy-eight girls

(Section 6.1)

46.You are a good boy.

47.You are two good boys.
48.You are good boys.

49.You are good.

50.You are a good girl.

51.You are two good girls.
52.You are good girls.

53.They are two good boys.
54.They are good boys.

55.They are good cats.

56.They are two good girls.
57.They are good girls.

58.Itis a good bull.

59.1t is a good cow.

60. The two boys said, "We are good."
61. The two girls said, "We are good."
62.The boys said, "We are good."
63. The girls said, "We are good."
64.The boy said, "l am good."

65. The girl said, "I am good."

(Section 6.2)

66.Bush read the book.
67.Harmony read the book.
68. Carpenter read the book.
69.Hope read the book.
70.Foot read the book.
71.Flora read the book.
72.Lance read the book.
73.Aura read the book.
74.Jack read the book.
75.Jane read the book.
76.Jackson read the book.
77.Janet read the book.
78.Nicolas read the book.
79.Josephine read the book.
80. Pierre read the book.
81.Simone read the book.
82.Vasco read the book.
83.Isabella read the book.
84. Antonio read the book.
85. Maria read the book.



86.Ahmad read the book.
87.Salma read the book.
88.Hassan read the book.
89.Nada read the book.

(Section 6.3)

90. She is a good singer.

91.These girls are students.
92.These women are engineers.
93.These women are teachers.
94.These girls are good players.
95. These women are good actors.
96. The student likes her teacher.
97.The students like their teachers.

(Section 6.4)

98.1 held him with my hands.

99.1 saw him with my eyes.

100. I heard him with my ears.

101. My legs cannot carry me.

102. These two men

103. These two women

104. Those two men

105. Those two women

106. The two men who smile

107. The two women who smile

108. They are two good boys.

109. They are two good girls.

110. Two active, diligent women attended the meeting.
111. Two active, diligent men attended the meeting.
112. The two girls love their mother.

113. Both boys love football.

114. Both girls love football.

115. Both of them love football.

116. The boy and the girl are happy.

117. She and | were school fellows.

118. He and his wife are always fighting.

119. Jack and Jane went to the garden and played fhotbal
120. Jack and John went to the garden and played fdotbal
121. He finished the work after a couple of hours.

122. A couple of boys were playing in the garden.

123. A couple of girls were playing in the garden.

124. A couple of birds were flying over there.

125. He drank a couple of glasses.

(Section 6.5)

126. The boy must depend on himself.

127. The girl must depend on herself.

128. We must depend on ourselves.

129. The man said to his son, "You must depend on yturse
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130. The man said to his daughter, "You must dependoonsglf."
131. The man said to his two sons, "You must dependoamsglves.”
132. The man said to his sons, "You must depend on gtugs."
133. The man said to his daughters, "You must depengbarselves."
134. The two boys must depend on themselves.

135. The two girls must depend on themselves.

136. The boys must depend on themselves.

137. The girls must depend on themselves.

138. The cats must depend on themselves.

139. The cow must depend on itself.

140. The bull must depend on itself.

141. The two boys love each other.

142. The two girls love each other.

143. The boys love each other.

144. The girls love each other.

145. The boys believe that they are diligent.

146. The two boys believe that they are diligent.

147. The two girls believe that they are diligent.

148. The girls believe that they are diligent.

149. The girls went to bed because they were tired.

150. The girls met their brother while they were walkinghe garden.
151. The girls met their brothers while they were watkin the garden.
152. The boy depends on his father.

153. The girl depends on her father.

154. The boys depend on their father.

155. The two boys depend on their father.

156. The two girls depend on their father.

157. The girls depend on their father.

158. The girls and their brother are diligent.

159. The cats depend on their father.

160. The bull depends on its father.

161. The cow depends on its father.

162. The book and its cover were torn.

163. The table and its cover were cleaned.

164. They depend on the boy.

165. The boy depends on their father.

166. The boy depends on them.

(Section 6.5.1)
167. The men met the women and they were happy.

(Section 6.6.1)

168. The boy seems to be happy.
169. The girl seems to be happy.
170. The boys turned out to be smart.
171. The girls turned out to be smatrt.
172. The boy is believed to be good.
173. The girl is believed to be good.
174. The boys appear to be good.
175. The girls appear to be good.
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176. The boys happened to be smart.
177. The girls happened to be smart.
178. The qirl is likely to be happy.
179. The girls are certain to be happy.

(Section 6.6.2)

180. He persuaded her to visit his father.

181. He wanted to visit his father.

182. He wanted her to visit his father.

183. He appealed to her to visit his father.

184. She went to England to learn English.

185. She is able to go to the party.

186. He promised her to visit his father.

187. My aim was to make money.

188. His aim was to make money.

189. Her aim was to make money.

190. The task of the manager is to organize work.
191. He thought that his responsibility was to bringqeeto the region.
192. We are not in a hurry to know the results.
193. They have nothing to do.

194. She found nothing to eat.

195. It was silly of them to come late.

196. To quit the job now will be wrong.

197. There was nothing to eat in the fridge.

(Section 6.6.3)

198. He can speak English.

199. She can speak English.

200. The boys could understand him.
201. The girls could understand him.
202. The boys should help him.

203. The girls should help him.

204. 1 will help you.

205. You must go now.

206. | saw the boy carry the book.
207.1 saw the girl carry the book.
208. They heard her speak.

209. They heard him speak.

210. Don't make me laugh.

211. He let the boys use his car.
212. He let the girls use his car.
213.1 can't avoid meeting him.
214.1 will consider visiting him.

215. He denied attacking her.

216. 1 can't risk losing that job.

(Section 6.7)

217. Wishing to earn more money, he traveled abroad.
218. Going to school, the student lost his bag.

219. Born in England, she spoke perfect English.
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220.
221.
222.
223.
224,
225.

Hardened by the experience, he did not give up.

Taken by surprise, she gave up.

Having completed his work, the old man went home.
Having completed her work, the old woman went home.
Having been abroad for thirty years, they knew mianguages.
Having been abroad for thirty years, she knew mianguages.

(Section 6.8)

226.
227.
228.
229.
230.
231.
232.
233.
234.
235.
236.
237.
238.
239.

Medicine, which students study today, is great.
Medicine students study today is great.

The woman whom we saw yesterday is poor.
The woman we saw yesterday is poor.

The woman | work for is very rich.

The school | went to yesterday is old.

The car | told you about is expensive.

The man | depend on has died.

The woman carrying her child crossed the road.
The man studying engineering failed the exams.
The woman attacked by the terrorists is poor.

I will help you if I'm able to.

You can come if you want to.

He works more than he needs to.

(Section 6.9)

240.
241.
242.
243.
244,
245.
246.
247.
248.
249.

250.

| have two sons. They are very diligent.

| have two daughters. They are very diligent.

| have three sons. They are very diligent.

| have three daughters. They are very diligent.

| have three cats. They are very beautiful.

| have a dog. It is black.

| have a cat. It is black.

| have three dogs. They are black.

| have three cats. They are black.

Three women escaped from prison. A few days l#terpolice found the
runaway prisoners and arrested them.

He was walking beside the river. Many lovely treese surrounding its
banks.

(Section 6.10)

251.
252.
253.

254.
255.

256.
257.
258.
259.

The young handsome woman speaks loudly.

The young handsome woman attending the lecturkspeadly.

The young handsome woman attending the lectuteeimnternational
Conference Center speaks loudly.

There are poor people who sleep in streets andrsiuéfm misery.
There are poor people without homes, who sleepréets and suffer from
misery.

My aunt loves roses.

My aunt, a telephone operator, loves roses.

His sister came yesterday.

His sister, a computer engineer, came yesterday.
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260. The girls are diligent.
261. The girls in this school are diligent.
262. The books are useful.
263. The books in this place are useful.

(Section 6.11)

264. Egypt has her own characteristics.

265. Irag has her own characteristics.

266. The army are proud of their victory.

267. The family are proud of their victory.
268. The group are proud of their victory.
269. The committee are proud of their victory.
270. The team are proud of their victory.



Appendix II: Al-Mutargim Al-Arabey Demo
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